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Abstract Bled eConference, organized by University of Maribor,
Faculty of Organizational Sciences, has been shaping electronic
interactions since 1988. Bled eConference is the oldest, most
traditional, and well-renowned conference in the field with a
tradition of more than 30 years. In 2020, Bled eConference was
held online due to the COVID-19 pandemic for the first time.
The role of digital technologies has never been as important as
at this time, enabling people to interact and work from home
during the quarantine. The theme of this year’s 33rd conference
is “Enabling Technology for a Sustainable Society”. In the
context of digital society, the implementation of digital
technologies to achieve higher efficiency and competitive
advantage is insufficient. Society calls for different economic
models; more responsible, righteous, less exploitative to achieve
the wellbeing and sustainable development of society. Digital
technologies have an important role in achieving these goals. We
address various aspects of digital transformation opportunities
and challenges. We provide directions and guidelines for
organizations to meet and overcome challenges on their way
towards sustainable business models. Themes covered in
proceedings focus on: business model innovation; data science;
e-health, digital wellness; new applications, organizational
models; approaches and cases for education in the digital

economy.
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DISRUPTIVE INNOVATIONS IN ELECTRONIC
TRANSPORTATION MANAGEMENT SYSTEMS

MARIA JOVIC', EDVARD TIJAN', SASA AKSENTIEVIC® &
DRAZEN ZGALJIC!

! University of Rijeka, Faculty of Maritime Studies, Rijeka, Croatia, e-mail:
jovic@pfri.hr, etijan@pfri.hr, zgaljic@pfrihr

2 Aksentijevi¢ Forensics and Consulting, Ltd., Viskovo, Croatia, e-mail:
sasa.aksentijevic@gmail.com

Abstract This paper provides an overview of selected disruptive
innovations (Blockchain, Internet of Things and Big Data) in
electronic transportation management systems in general, and
their possible impact in maritime transport. The theoretical
background is provided, including transportation, electronic
transportation management systems and selected disruptive
technologies. The impact, major challenges and success factors
in implementing disruptive innovations in maritime transport are
pointed out and elaborated. Finally, authors provide the
discussion and the future perspective of selected disruptive

innovations, with an emphasis on maritime transport.
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1 Introduction

The effective transportation management systems should provide an optimal route
with recommended optimized non - work stops (Nimchuk & Mckinney, 2018).
However, not all participants are taking advantage of the vast benefits a
transportation management system provides (Cerasis, 2016). According to (Drefler,
BeiBert, Beyhoff, & Wirtz, 2016), each participant organizes his own transport
processes without informing other participants, even though the smooth
transportation flow largely depends on communication. Numerous transport issues
exist such as traffic congestions, redundant administration and loss of time due to
unnecessary waiting (Marija Jovi¢, Tijan, Aksentijevi¢, & Sotosek, 2019). According
to (Tijan, Agati¢, Jovi¢, & Aksentijevi¢, 2019), various stakeholders are still faced
with a tedious task of producing and distributing paper documents to numerous

administrative authorities.

Disruptive innovations may play an important role in electronic transportation
management systems (e-TMS) and in improving transport business. According to
(F. Ullah, Sepasgozar, & Wang, 2018) ”Disruptive innovations are initially
characterized by significant limitations compared with existing technologies but have
the potential for dramatic improvements in efficiency, cost reduction or other highly

significant benefits”.

This article focuses on the following research question: What is the role of disruptive
innovations in electronic transportation management systems? Based on the
literature review and the experience in planning, execution and follow up of several
projects related to digitalization in transport, the authors of this paper have singled
out the following disruptive innovations: Blockchain, Internet of Things (IoT) and
Big Data.

Blockchain technology is a potential solution to numerous problems such as:
insufficient availability of cargo monitoring and lack of transparency (resulting from
poor data handling (Marija Jovi¢, Filipovi¢, Tijan, & Jardas, 2019). Furthermore,
advanced “digital” seaports such as port of Rotterdam are the proof of the
profitability of IoT applications and the successful monitoring of digitalized business
processes (M Jovi¢, Tijan, Aksentijevié, & Cisi¢, 2019). Another disruptive
technology Big Data is also increasingly present in the transport, in terms of:
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operations (enabling ship owners to determine the optimum speed, thus affecting
fuel consumption), voyage operations, tracking or monitoring (Marx, Gebhatd,
Jovié¢, & Tijan, 2019).

A lack of research and scientific papers dealing with disruptive innovations in
maritime transport is pronounced. To overcome this research gap, the authors

conducted the review of available literature and sources.

The goal of the research is to point out the importance of selected disruptive
innovations in electronic transportation management systems (with an emphasis on
maritime transport). Transparency and easy access to data are the basis for successful
transport business. Therefore, the research problem stems from increased costs and
lost time due to the archaic procedures and inadequate execution and monitoring of

business processes in transport.

This paper presents a review of research papers and other sources (such as official
webpages of seaports, seaport stakeholders and maritime transport enterprises),
providing a better understanding of disruptive innovations in electronic

transportation management systems.
2 Background

Transportation is a multimodal, multi-problem and multi-spectral system, as it
involves different categories and activities, such as policy-making, planning,
designing, infrastructure construction and development (Almasi, Sadollah, Kang, &
Karim, 20106). Transportation involves interconnected stakeholders who have to

exchange documents in order to execute and complete transport services (Tijan,
Jovié, Jardas, & Guli¢, 2019).

A Transportation Management System (ITMS) is a platform that is designed to
streamline the shipping process (Freightquote by C.H. Robinson, 2019).
Transportation Management Systems assist in managing certain aspects of the

transportation process (AQT Solutions, 2019):
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1. Planning and decision making — TMS will define the most efficient transport
schemes according to given parameters.

2. Transportation Execution — TMS will allow for the execution of the
transportation plan such as carrier rate acceptance, carrier dispatching,
electronic data interchange (EDL.

3. Transport follow-up — TMS will allow following any physical or
administrative operation regarding transportation: custom clearance,
invoicing and booking documents, sending of transport alerts (delay,

accident, non-forecast stops...).

Transportation Management Systems still have some shortcomings such as (Xu,
Zhen, Li, & Yue, 2017), (Sigfox, 2020):

1. The monitoring information is confined to the positioning and geographical
information of the goods or vehicles without the physical status sensing
during the transport procedure.

2. Numerous Transportation Management Systems lack a uniform data
transferring capability and storage format to achieve data sharing and
integration functionalities.

3. Using of “obsolete” RFID technologies in Transportation Management
System: although RFID tags help track goods as they arrive at each

destination, they give no information about what happens in between.

As the goal of the research is to point out the importance of selected disruptive
innovations in electronic transportation management systems (focused on maritime
transport), it is necessary to define the term “disruptive innovative technologies”.
Despite different perspectives among entrepreneurs, academics and policy makers,
innovations are defined broadly as the development and use of new ideas and
behaviors in organizations and narrowly as implemented technologically new
products and processes or significant technological improvements in products and
processes (Majamaki & Akpinar, 2014a). Disruptive technologies, a term coined by
Professor Clayton Christensen and colleagues, are defined as a set of technologies
that displaces the existing methods or technologies and shakes up the industry to
open new avenues for innovation and business development (F. Ullah et al., 2018),
(Hongdao, Bibi, Khan, Ardito, & Khaskheli, 2019).
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Maritime transport is the main mode of transport in global trade and one of the
cornerstones of globalization (Halim, Kirstein, Merk, & Martinez, 2018). (Sanchez-
Gonzalez, Diaz-Gutiérrez, Leo, & Nufiez-Rivas, 2019) categorized the use of the
latest digital technologies in maritime transport in the eight domains: autonomous
vehicles and robotics; artificial intelligence (Al); Big Data; virtual reality, augmented
and mixed reality; internet of things; the cloud and edge computing; digital security;
and 3D printing and additive engineering. According to their research, the most
widely studied domains are robotics, artificial intelligence and Big Data, especially
unmanned vehicles in robotics and the use of artificial intelligence as a means of

supporting vessels aids for navigation.

The concept of Big Data comes with a set of related components that enable
organizations to put the data to practical use and solve several business problems.
These include the IT infrastructure needed to support Big Data; the analytics applied
to the data; technologies needed for Big Data projects; related skill sets; and the
actual use cases that make sense for Big Data (Kobielus, 2018).

The Blockchain technology is based on a method where previously unknown parties
can jointly generate and maintain practically any database on a fully distributed basis
where transaction correctness and completeness are validated using consensus of
independent verifiers (Tijan, Aksentijevi¢, Ivani¢, & Jardas, 2019). In the shipping
industry, Blockchain was initially used to enable confidential financial transactions

between the stakeholders, without relying on “third parties”.

Internet of Things (IoT) is also considered as one of the disruptive technologies and
has attracted lots of research attention in the recent past (I. Ullah, Ahmad,
Mehmood, & Kim, 2019), (I. Ullah, Ahmad, & Kim, 2018), (Sinchez, Alvarez,
Antolinos, Fernandez, & Iborra, 2018). Furthermore, the continued development of
the 10T, which will ultimately connect people, processes and data into wide-scale
networks, could affect how transportation services are provided (Texas A&M

Transportation Institute, 2016).
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3 Research methodology

Based on the literature review and authors' experience in several commercial and
scientific projects related to digitalization in transport, authors have singled out and
analyzed the following selected disruptive technologies in transport: Blockchain, Big
Data and Internet of Things. The aforementioned projects are Diglogs - Digitalising
Logistics processes (University of Rijeka, Faculty of Maritime Studies, 2019a),
Electronic Transportation Management System - e-TMS (University of Rijeka,
Faculty of Maritime Studies, 2019b), and Information management in seaport
clusters (University of Rijeka Faculty of Maritime Studies, 2017), etc.

Blockchain technology is a potential solution to numetrous problems in maritime
transport such as: insufficient availability of cargo monitoring (maritime transport
involves many stakeholders) and lack of transparency (resulting from poor data
handling), relying on paperwork in 21st century (Marija Jovié, Filipovié, et al., 2019).
Furthermore, Big Data and its analyses provide deep understanding of causalities
and correlations in maritime transport, improving decision making (Marx et al.,
2019). Internet of things, as another innovation, facilitates planning and
management of business processes by implementation of modern information
technologies (M Jovi¢ et al., 2019).

The authors started with the inclusion criteria by using a combination of keywords
connected with logical operators - “disruptive innovations and transportation
management system” and alternative keywords transportation management system”
and “disruptive innovations and maritime transport” (title, abstract and keywords).
Web of Science, Google Scholar, ResearchGate and SpringerLink’s databases were
used for this purpose. The search for articles was conducted according to the set
time limitations (2014-2020) and mostly included journal articles and conference
papers. To ensure that possible useful findings from various fields were not

excluded, the authors did not limit the queries to a specific field or index.

A total of 66 sources have been identified, including 18 sources related to the
challenges and success factors in pursuing disruptive innovations and 19 sources
related to the impact of disruptive technologies on electronic transportation

management Sys tems.
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The importance of the disruptive innovations is demonstrated in the paper through
the analysis of several cases as well, such as: Port of Rotterdam, the partnership
between Maersk and IBM; the partnership between port of Veracruz, Mexico and
blockchain logistics company dexFreight etc.

4 Results

In this chapter, authors have analyzed the challenges and success factors in pursuing
disruptive innovations, as well as the impact of disruptive technologies on electronic

transportation management systems.
4.1 Challenges and success factors in pursuing disruptive innovations

Variety of transportation systems exist, including land transportation (road, rail, and
maglev), aviation (airplanes, rockets), maritime (ferries, ships, ports), and pipeline
(tunneling, risers, Hyperloop) (Kaewunruen, Sussman, & Matsumoto, 2016).
Because of the different priorities of key stakeholders (carriers, shipping companies,
agencies) involved in transport management, different technologies are needed for
a specific business area. Furthermore, with the emergence of disruptive digital

technologies, companies are facing unprecedented challenges and opportunities
(May & Kiritsis, 2019).

Disruptive innovations, including Blockchain, Big Data and Internet of Things, in
maritime transport faces certain challenges or risks which should be minimized in
order to fully exploit their advantages. Table 1 enumerates the challenges in pursuing
disruptive innovations, grouped by disruptive technologies in general and by selected
disruptive technologies: Internet of Things, Blockchain and Big Data.
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Table 1: Challenges in pursuing disruptive innovations

Challenges Author(s)
Disruptive | Integrating and exploiting new digital technologies (at | (Hess,
technologies |, Jevel of the company) Benlian, Matt,
in general -
& Wiesbock,
2016)
Anticipating the business logic within formerly | (Amshoff,
unknown markets Dulme,
Echterfeld, &
Gausemeier,
2015)
Identifying disruptive innovations that have market | (Majamaki &
potential, obtaining adequate funding at initial stages of | Akpinar,
the business, marketing of the disruptive innovation, the | 2014b)
length and riskiness of the process
The firms’ inability to adopt to new innovations (Gemici &
Alpkan,
2015)
Blockchain | Blockchain technology immaturity, no single underlying | (Tijan,
asa standard, concepts are difficult to be mastered and there | Aksentijevic,
disruptive ) L. . . .,
technology | 1s 2 need for programming intervention even in the | Ivanic, &
simplest forms of implementation Jardas, 2019)
The lack of regulation (some facets of smart contract | (Gatteschi,
technology might be adopted by the logistics market, | Lamberti,
just to be overregulated, or even to be considered illegal) | Demartini,
Pranteda, &
Santamaria,
2018)
Distributed trust and therefore security and privacy are | (Karame &
the core of the Blockchain technologies, and have the | Capkun,
potential to either make Blockchain technologies a | 2018)
success or cause them to fail
Internet of | Security challenges; possible attacks on devices (IoT), | (“IT: The
Things as a | confidentiality of information would be compromised | Biggest
disruptive in ports, i.e. business processes or designs that are key | Threats  to
technology | for the competitiveness of the port itself Digital
Security  for

Business
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According to
the Experts |

Kiandra IT,”
2018)
Governments and companies cannot agree upon a | (M Jovic et
definition what is an authorized data access. al., 2019)
Connecting things to the Internet is based on an IP | (Gamundani,
network, and if its security is not closely monitored, the | 2015)
entire IoT network can be compromised.
Big Data as | Big Data challenges may include capturing data, data | (Kotlarsky,
a disruptive | storage, data analysis, search, sharing, transfer, | Oshri, &
technology | visualization, querying, updating and information | Willcocks,
privacy. 2018)
Competitive conditions are not perfectly established or | (Trelleborg
organized; what is allowed and not allowed has to be | Marine
determined and respected by all involved players Systems,

2018), (Koga,
2015)

The affordable,

performance tools are necessary

more sophisticated or  high-

(Rodseth,
Perera, &
Mo, 2016),
(Windward,
2014), (Koga,
2015)

Lack of qualified labor force

(Mammadova
&
Jabrayilova,
2017), (Koga,
2015)

Main cause of the firms’ inability to become adapted to new innovations (Gemici &

Alpkan, 2015) is the fact that when disruptive technologies emerge, many leading

firms that have been successful in excelling at sustaining innovation, found

themselves on the threshold of a new and harsh competition they are not familiar

with. In order to overcome these challenges, important success factors that need to

be taken into consideration are: clear vision and goals; identifying disruptive

innovations that have market potential; obtaining adequate funding at initial stages

of the business (Majamiki & Akpinar, 2014b).
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According to (Karame & Capkun, 2018), distributed trust and therefore security and
privacy are at the core of the Blockchain technologies, and have the potential to
either make them a success or cause them to fail. In this respect, personal data, and
sensitive data in general, should not be trusted in the hands of third-parties, where
they are susceptible to attacks and misuse (Zyskind, Nathan, & Sandy’ Pentland,
2015). Instead, users should own and control their data without compromising
security or limiting companies’ and authorities’ ability to provide personalized
services. One of the solutions is a platform which will combine a Blockchain, re-
purposed as an access-control moderator, with an off-Blockchain storage solution
(Laurent, Kaaniche, Le, & Vander Plaetse, 2018).

As previously mentioned, connecting things to the Internet is based on an IP
network and if its security is not closely monitored, the entire IoT network can be
compromised (Gamundani, 2015). Therefore, the security needs to be controlled
from the very start, in the stage of making a "device connection", but it is also
essential to include the “monitoring” phase coming after the implementation

because of new and emerging forms of threats (M Jovi¢ et al., 2019).

4.2 The impact of disruptive technologies on electronic transportation

management systems

Broadly speaking, disruption provides a solid ground for digital transformation and
is becoming a prime objective for industries across the world, since it leads to the
implementation of novel business and delivery models by allowing various forms of

co-operation between companies, employees, and customers (Hongdao et al., 2019).

Significant advances in transportation technology are often triggered by sudden
disruptive changes in technological capabilities. Table 2 shows the possible impacts
of disruptive technologies in general as well as the impact of Internet of Things,
Blockchain and Big Data (as disruptive technologies) on electronic transportation
management systems. Later, the analysis of their impact is made, using a set of real

cases.
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Table 2: The impact of disruptive technologies
The impact Author(s)
Disruptive Disruptive technologies lead to a severe shift in | (Amshoff et al.,
technologies | value-creation networks giving rise to new market | 2015)
in general segments.
The rapid development and adoption of the Internet | (Savastano,
and digital technologies increasingly changed | Amendola,
business processes, leading to a disruptive digital | Bellini, &
transformation of the global industrial value chain | D’Ascenzo,
2019)
Disruptive technologies are initially characterized by | (Brackin,
significant limitations compared with existing | Jackson,

technologies, but have the potential for dramatic
improvements in efficiency, cost reduction or other

highly significant benefits.

Leyshon, &
Motley, 2019)

Internet  of
Things as a
disruptive

technology

Automatic traffic routing based on the real-time
information of conditions of traffic (rail, road, air,

water) congestion and yard occupancy

(Aksentijevi¢
Forensics  and
Consulting Ltd.,

2019)

IoT could affect how transportation services are

provided

(Texas  A&M
Transportation
Institute, 20106)

Ability to automatically react to the anomalies in
order to prevent traffic congestion and waiting

times

(Aksentijevi¢
Forensics  and
Consulting Ltd.,

2019)

Better planning of deliveries based on the real-time
and predicted traffic conditions

(Aksentijevi¢
Forensics  and
Consulting Ltd.,

2019)

Connectivity to upcoming new communication
standard like v2v (vehicle to vehicle) and v2i (vehicle
to infrastructure) for peer-to-peer (p2p) real-time

information gathering

(Aksentijevi¢
Forensics  and
Consulting Ltd.,

2019)

Integration of autonomous driving (robotic)
solutions in the restricted environment (port

community) for traffic optimization

(Aksentijevi¢
Forensics and
Consulting Ltd.,
2019)
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Internet od
Things
Decision

and

Support
Systems

Port operators and administration can better
mitigate the environmental impact of logistic
operations and take appropriate measures to correct

or even prevent unwanted situations

(Wortld Port
Sustainability
Program, 2019)

The possibility to predict unwanted environmental
conditions based on the machine learning of data
from the past, meteorological forecasts and port
traffic estimates for the future

(Wortld Port
Sustainability
Program, 2019)

Acquired data may be also reused as a trigger to
handle other operations and activities in the port
communities, which will streamline the operations
and at the same time diminish the peek burden and

impact on environment and local community

(Wortld Port
Sustainability
Program, 2019)

Allow transactions between companies to simplify,
facilitate interfirm collaboration, increase trust
among partners, and decrease costs of transactions

in many industries

(Gausdal,
Czachorowski,
& Solesvik,
2018)

Internet  of

The integration allows stakeholders to securely

(Hossain, 2018)

Things and | communicate, collaborate, and transact without

Blockchain human intervention and brings productivity and
efficiency in the business.
More transparent, efficient, and secure monitoring | (Bublitz et al,,
of variables such as air and water pollution 2019)

Big Data Can be used for improved predictions of arrival | (Marx et al.,
times and calculations of the needed speed 2019)
Can bring advantages to the maritime transport | (Marx et al.,
sector regarding efficient routing, operation | 2019)

optimization and safety improvements

Big Data and
Internet  of
Things

Optimization of movement of cargo manipulation
machinery based on real-time, IoT and Big Data

based information

(Aksentijevi¢
Forensics and
Consulting Ltd.,
2019)

IoT applications in shipping vary from route optimization to maintenance and smart
cargo storage (Aksentijevi¢ Forensics and Consulting Ltd., 2019). One of the best
real-life cases of usage of IoT technology is Port of Rotterdam, where there is in
place a system for collecting data regarding ships in dock, cranes in the yard and

individual containers. The port's operators now have greater transparency, better
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prediction of estimated time of arrival and completion of operations than any other
shipping hub in the world, helping them to move 25-50% more containers per hour
than any other of its competitors in region (Riviera Maritime Media, 2018).

In the previous research regarding the electronic transportation management
systems (Marija Jovi¢, Tijan, et al., 2019), authors demonstrated the importance of
electronic exchange of maritime cargo documents through the case of "Bill of
Lading" (BL). BL is one of the most important documents in the transportation
sector. According to (Dr Wu, Starr, & Tan, 2017), three main problems associated
with the paper-based BL are:

1. Delays: Ships frequently atrive at the discharge ports before the paper BL as the
paper BL has to be transported from party to party usually using the courier service.
The non-availability of the paper BL at the discharge port means that the cargo

cannot be delivered.

2. Costs: The cost of issuing and managing paper BLs, Letters of Indemnity (LOI),
and other paper documents are estimated to constitute upwards of 15% of the
physical transportation costs. When electronic BLs are used, the requirement for
LOlIs is reduced by some 90% (Dr Wu et al., 2017). This means a huge reduction in

costs for the participants involved.

3. Security risks: Paper BLs are easily misplaced, stolen or lost. Again, when a paper-
form BL is missing, the carrier often agrees to deliver the cargo against a LOI or a
bank guarantee. The carrier, however, remains responsible for mis-delivery claims
under forged BLs and stolen BLs.

The following case proves the importance of disruptive innovations in electronic
transportation management systems, considering BL: in August 2018, the first ever
container processed with the revolutionary new Blockchain-based CargoX Smart
Bill of Lading™ was released in the port of Koper, Slovenia. The Bill of Lading for
this shipment has been issued electronically and transferred with the help of an ultra-
secure and reliable public Blockchain network in just minutes instead of days or
weeks, and the chances of loss, theft or damage to the Bill of Lading have been
dramatically reduced to near-zero (Marine Insight, 2019).
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In another research “Economic and ecological aspects of electronic Transportation
Management Systems in seaports” (Tijan, Jovié, & Karaniki¢, 2019), authors have
focused on Port Community System. Blockchain technology applied to port
management will make it possible to store and share information on ship loads,
improve financial operations and contracts, among many other possibilities
(PierNext, 2018). The possible positive impact of Blockchain in Port Community
System is visible in the Blockchain Port Community System. The port of Veracruz,
Mexico, has contracted blockchain logistics company dexFreight to develop a proot-
of-concept project for a blockchain port community system (Business Blokchain
HQ, 2018). The goal is to develop a blockchain-driven port community system
(PCS) for improving the efficiency of freight and logistics at the port as well as
optimizing and streamlining the carrier onboarding processes. Another example is
blockchain-powered Cargo Community System. The data in Cargo Community
System is gathered from various sources, including shippers, customs authorities,
freight handlers, port agents and road haulage companies (SAFETY4SEA, 2019).
The goal is to streamline and speed up cargo data exchange between all private and
public stakeholders (PortSEurope, 2019).

5 Discussion and future perspective of selected disruptive innovations
in electronic transportation management systems

As mentioned above, a transportation management system is a platform that
streamlines the shipping process, including planning and decision making (AQT
Solutions, 2019). Blockchain, a new decentralized database technology, could help
to increase collaboration, the sharing of trusted information and efficiency, reduce
costs and risk, and forge new business models in the transport sphere over the
coming years, thus enabling simplified planning and improved decision making
(Mukhetjee, Carter, & Koh, 2018). For example, Maersk and IBM joined together
in order to develop a Blockchain solution aimed at digitalizing global trade, and they
called it “Tradelens”. Furthermore, inspired by this initiative, other established
industry actors have also begun to form their own partnerships or to join industry
wide consortiums hoping to reach the promised benefits of Blockchain technology.
According to IBM, the joint Blockchain initiative had the potential to “vastly reduce
the cost and complexity of trading” (“Maersk and IBM Unveil First Industry-Wide
Cross-Border Supply Chain Solution on Blockchain,” 2017).
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Various experts consider that successful Blockchain implementation is possible only
if all stakeholders are involved in the process, such terminal operators,
manufacturers, banks, insurers, brokers and port authorities. As long as Blockchain
technology exists only in a limited area within the smaller pilot projects, benefits of
Blockchain technology (e.g. reducing time of document processing) will not be fully
exploited (Marija Jovi¢, Filipovié, et al., 2019).

Furthermore, one of the transportation management system’s shortcomings is the
following: the monitoring information is confined to the positioning and
geographical information of the goods or vehicles without the physical status sensing
during the transport procedure (Xu et al., 2017). However, in the last few years
several projects that involve Big Data have been initiated, for example in Oslo Fjord,
where the data was collected from different sensors of the ships and transmitted to
the captain and the staff in real-time after proper optimization (Nita & Mihailescu,
2017). The results were promising: the routes have been optimized as a consequence
of recalculation enabled by real-time tracking data provided by the ships' sensors,
the temperature of refrigerated containers was provided, and the equipment was
monitored, all in real time (Nita & Mihailescu, 2017).

According to (Zghurovsky & Zaychenko, 2019), “Data extracted from IoT devices
provides a mapping of device interconnectivity. IoT is also increasingly adopted as
a means of gathering sensory data, and this sensory data has also been used in

transportation contexts”.

The evolution of IoT and the use of Big Data creates the prospect of logistics
becoming a data-centric industry, where information takes precedence in logistics
services’ value propositions over the actual ability to move cargo (Theo Notteboom,
2017).

6 Conclusion

Transportation consists of different categories and activities (such as: policymaking,
planning, designing, execution) and involves interconnected stakeholders who have
to exchange various documents (such as the Bill of Lading). Maritime transport is

the main mode of transport in a global trade. Due to the existence of numerous
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stakeholders and large volumes of data, it is necessary to simplify and accelerate data

exchange.

Transportation management system is an electronic platform which streamlines the
shipping processes. It allows monitoring of physical or administrative operations
regarding transportation, planning and decision-making. Several shortcomings of e-
TMS exist, such as the lack of a uniform data transferring capability that can prevent
simplified data exchange among stakeholders. Furthermore, RFID technology in
TMS does not provide the information about the cargo through the entire transport

process.

Companies in the maritime transport sector ate facing notable challenges resulting
from the emergence of disruptive technologies, for example, Blockchain technology
immaturity, lack of regulation, and security and privacy issues. Nevertheless,
disruptive innovations definitely possess the potential to improve transport business.
Blockchain, Internet of Things and Big Data technologies are singled out due to
their promising characteristics and the potential for simplifying procedures,

enhancing cargo monitoring and better decision making.

Through the literature review and provided cases, authors have pointed out the
importance of selected disruptive innovations in electronic transportation
management systems. Blockchain-driven port community system aims to improve
the efficiency of freight and logistics at the port and to optimize and streamline the
carrier onboarding processes. Internet of Things technology enables improved
transparency, and better prediction of estimated time of arrival. The conjunction of
Big Data and IoT can be exploited to enable real-time tracking of ships and
equipment. On the other hand, if the perimeter of disruptive technologies’
implementation is limited to the smaller pilot projects, the benefits of the
technologies will not be fully reaped.

This research is based on the literature review and considers three selected disruptive
innovations (which is also the main limitation of the research), and as such offers
the initial overview of the importance of disruptive innovations in e-TMS. Future
research will include other disruptive innovations in order to obtain a broader insight

of disruptive technology impacts on e-TMS.
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1 Introduction

The delivery of healthcare and disease management are information intensive fields,
in which the effective exchange of sensitive information is a crucial success factor.
Digital technologies have started to transform healthcare worldwide based on
promises of decreased costs and improved quality. Digital multi-sided platforms
(MSP) act as intermediaries between different stakeholders such as patients,
providers and purveyors (Davidson et al., 2018; Hagiu and Wright, 2015). Especially
in light of severe neurological diseases like amyotrophic lateral sclerosis (ALS),
healthcare providers struggle to keep up with the pace of the progressing symptoms
and patients’ increasing need for care, therapeutic interventions, assistive
technologies, and medication (Funke et al., 2015). Here, MSP create new possibilities
to promote a patient-centric model of care delivery and at the same time cut costs
(Kuziemsky and Vimarlund, 2018). Several studies suggest that the use of
information systems can enhance patient empowerment (Risling et al., 2017, Angst
and Agarwal 2004, Deng et al., 2013).

However, there is a promise-delivery gap concerning technology and data driven
improvement of healthcare. In order to close the gap, challenges and wider
implications for all stakeholders need to be considered (Davidson et al., 2018).
Platform-based healthcare innovation claims are premised on the centralization,
access and efficient use of large amounts of sensitive information. Thus, information
privacy is becoming a critical topic involving perplexing trade-offs for patients: They
have to weigh promises of sharing information against the potential risks and
concerns related to losing control over their information (Laufer and Wolfe, 1977;
Culnan and Armstrong, 1999). The sharing of medical information is not limited to
impacting individuals only but yields promises to advance public health research
efforts of profound societal relevance. In the context of ALS, data driven care
studies appear to be particularly promising as the disease is rare (about 1% of the
population are affected) and without any known cure. In addition to progressing the
body of medical knowledge, direct impact of research efforts for the patient
community can be expected. Ethical discourses evolve around data donations and
the question whether medical data should be considered a common good (Hummel
et al.,, 2019).



K. Dassel and S. Klein:

(My) Data for (my) Health — Privacy Calenli of Terminally-ill Patients with Rare Diseases 23

While benefits of using large amounts of medical data to foster innovation, increase
efficiencies or improve medical and care research become apparent, they must be
balanced with protecting personal privacy. The issue of information exchange on a
healthcare platform has rarely been examined from a patient perspective and with
respect to patient sovereignty and empowerment (Shen et al., 2019). The purpose of
this research is thus to use the privacy calculus perspective in order to illustrate the
dilemmas of terminally ill patients in the context of a healthcare MSP. More
specifically it will address the question: (How) is it possible to balance information needs and

patient privacy, while ensuring patients’ enpowerment?

This research will examine multiple trade-offs that arise from patients’ perspectives
on numerous information purposes from a privacy calculus perspective. Our
empirical setting is Ambulanzpartner Soziotech GmbH (APST), a MSP that
orchestrates case management for severe neurological diseases. APST acts as an
intermediary between patients and care providers, and thus as information
aggregator, guardian and gatekeeper (Fiirstenau et al. 2019). It also collects and uses
information for research purposes. Based on a rich case description we first shed
light on the particularities of the healthcare MSP and its information centric
practices. Focusing on the patient’s perspective, privacy calculus theory is used as
lens on the value of personal health information. We have used an extreme case
sampling strategy to select the case, expecting that it will yield more clearly articulated
views on privacy trade-offs. We propose exemplary design options that have the
potential to enhance patients’ information sovereignty and meet information needs
appropriately. Finally, we will discuss relevant implications and provide an outlook

for empirical investigations.

Our contributions are twofold: First, we contribute to the information privacy
literature by enhancing the understanding of terminally ill patients’ privacy
perceptions in a digital healthcare context. We explore possible contingency factors
that extend the privacy calculus in this realm. Second, we inform the design of a
stepwise consent option that paves the way for an informed calculus. We further
discuss and reflect on implications of platform-based information exchange in

healthcare for patient empowerment to enable responsible healthcare innovation.
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2 Case Background

We use an extreme case to examine data-based healthcare management!. The
operating logic of APST and the nature of information exchange via the healthcare
MSP provide a backdrop for a deeper understanding of the trade-offs that patients

face.
21 Platform-based Innovation for ALS Care

ALS is considered a “relentlessly progressive and fatal neurodegenerative disease
characterized by progressive weakness of voluntary muscles of movement as well as
those for swallowing, speech and respiration” (Soriani and Desnuelle 2017, p. 288).
Due to the severity and swift progression of the symptoms, patients are not only
overwhelmed by the dire prognosis of a non-curable disease, but face challenges of
organizing and adjusting medical care and assistive technology as the disease
progresses. Thus, ALS care has profound ethical issues during treatment and care
(for a review, see Seitzer et al. 2016). One of the several shortcomings in the German
ALS Care System is the significant delay of providing assistive technology due to
long insurance approval processes (Funke et al., 2015). APST aims to address these
gaps and provides an illustration of how a digital health platform can facilitate the
coordination and inter-professional cooperation of multiple providers as a multi-
sided transaction platform model. APST is operating under two different logics:
providing care management on the one hand and functioning as research
infrastructure on the other. By maintaining the electronic health record and
connecting patients and doctors with care providers and assistive technology
providers, the platform aims to transform the field to a new way of care
orchestration. Opportunities are created that lead not only to complexity reduction
for individual patients but also promise an increase in efficiency and effectiveness of
cate provision (Furstenau et al., 2018). Patient feedback on care services and devices
is solicited in order to improve the quality of care and faciltiate a learning cycle. At
the same time, the platform is connecting the patient pool with research partners to
conduct medical and care studies or improve platform efficiency. Thus, the

disclosure of personal health information holds not only potential benefits for the

! Based on purposeful sampling and extreme case selection (Yin, 2009) we investigate a rare and terminal disease.
The distinctive setting of a disease with no known cure functions as a magnifying glass to patient’s perceptions and
reveals specificities of risk and benefit perceptions that emerge and manifest themselves in a more pronounced way
in this context.
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orchestration of patients’ care but also for the platform and the related partners

(service providers and researchers).
2.2 Information as Main Resource

Innovative modes of interaction are possible because of patient’s health and medical
information: As a digital intermediary, which collects, stores and redistributes
information, APST relies on the extensive use and economization of patient data.
APST thus combines the data-economy logic of information accumulation with the
goal of providing a patient-centric care model. This raises potential conflicts of
interest as it takes practices critically discussed in the context of data capitalism
(Zuboft, 2019) to the realm of care. For APST, patient information is one of the
main resources. Drawing on Levitan (1982), we depicted the information lifecycle
for APST in Figure 1.

—
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. H

Information User H restructure, analyze and

| S———— make information

outh ; T accessible on portal —y
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Figure 1: APST Information Resource Lifecycle
(adapted from Levitan, 1982, p. 48)

Information is acquired and generated by patients who provide personal information
ot a health record to the platform, give feedback or respond to surveys and take part
in trials. By storing it centrally, APST is able to transform and prepare the
information for further purposes. The different modes of interaction and the
different stakeholders that are involved are illustrated by the flow of information via
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information products to the various users. The information lifecycle sheds light on
the dynamics that arise with information as the main resource from the perspective
of APST and illustrates the diverse purposes and types of use for collected
information. Patient information, which is provided by consenting patients, is
essential for a successful operation of the platform. Empowering patients to make
informed choices about providing information is crucial in order to ensure that
APST is not only extracting value from the information but also — and primarily -
creating value that will benefit patients. It is therefore crucial to understand how
patients reach the decisions to consent and to share. We take the patients’
perspective and model trade-offs initially within the parameters of the case before

discussing options of generalizability.
3 Health Privacy Calculus of Terminally Ill Patients

31 Related Work

Information privacy has triggered a significant stream of interdisciplinary research
(Smith et al., 2011). Due to the sensitive nature of relationships it has been a long-
recognized issue in healthcare. Health information privacy research that addresses
the patient’s perspective has mainly considered concerns (Rindfleisch, 1997), risk
perceptions, and information sensitivity which were found to influence the adoption
of electronic health records (EHR) among others (Angst and Agarwal, 2009). The
privacy calculus was introduced to social sciences by Laufer and Wolfe (1977).
Following elaborations by Culnan and Armstrong (1999) it was refined and extended
in order to explain how online users weigh privacy related risks against benefits, and
became a prominent topic in IS research (Dinev and Hart, 2006). The examination
of trade-offs has also been applied to health-related decisions (Dinev et al., 2016).
Health information is perceived as having the highest risk profile compared to other
personal data, when sharing decisions are considered (Milne et al., 2017). Next to
information sensitivity, health information privacy concerns that address the use,
collection, and access to information play a major role (Kenny and Connolly, 2016).
To mitigate the effects of risk as a major inhibitor, control and trust are discussed.
Perceived benefits and promises that are tied to the information sharing can
compensate the perceived risks. Convenience, internet experience or personal
factors (like emotions) were proposed to influence the calculus and attitudes of
patients (Anderson and Agarwal, 2011; Dinev et al., 2015). We use the lens of the



K. Dassel and S. Klein:

(My) Data for (my) Health — Privacy Calenli of Terminally-ill Patients with Rare Diseases 27

privacy calculus to develop a better understanding of privacy trade-offs in

interorganizational relationships from the perspective of the data subject.
3.2 Patient’s Privacy Trade-Off

Following we take the perspective of the ALS patient to examine and sketch out the
relevant considerations in consent situations regarding APST. Perceived risks and
benefits depend on the purpose of information usage. Thus, we distinguish between
the main purposes or information products, as elaborated in the information
lifecycle, to model the trade-offs that arise. In Table 1, type (1-10) and purpose of
information (A-E), are tied to promises that a consent would yield, followed by
potential risks. We model the perceptions based on publicly available information
from APST, most is inferred from the data protection declaration (APST, 2020).

APST makes potential benefits (promises) related to different information purposes
tangible for the patient. Also, secondary benefits like hopes for improvement for
future patients, that do not directly relate to the individual patient, are likely to play
a role. The table suggests that benefits can be tied to type of information and
purpose, while this is not obvious for risks. Privacy valuations are sensitive to
contextual and non-normative factors (Acquisti et al., 2013). The special context of
ALS calls for distinct considerations: As ALS is a rare disease, additional information
for research (D, E) is even more valuable. This however also gives rise to additional
risks: with a small sample, the risk of deanonymization is higher. Patients with special
and immediate care needs tend to be more interested in necessary care transactions
than in concerns about their privacy (Latky and Horan, 2011). This is presumably
the case for ALS patients as the disease manifests quickly. The risk of leaking
information to employers or others becomes irrelevant as soon as the disease
becomes manifest and insurance providers are inevitably informed once they need
to approve aid. Patients emotional responses might also play a role as it was indicated

that altruistic perceptions can outweigh risks (Spencer et al., 2016).
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Table 1: Privacy calculi of APST patients
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Another boundary condition to consider is trust: while APST aims to create a
trustworthy environment, the complexity of the relationships orchestrated by the
paltform can lead to misspecifications of trust (MOhlmann and Jarvenpaa, 2019). By
drawing on relevant literature as well as the parameters of the case, we conjecture

that terminally ill patients perceive higher benefits from sharing information.

4 Towards an Informed Consent Calculus
4.1 The Consent Dilemma

Terminally ill patients depend on efficient and effective orchestration of healthcare.
In order to receive care, information exchange with doctors and caregivers is
inevitable. In situations of advanced care needs, however, the patient is typically
under enormous emotional strain, left with no time nor meaningful decision rights.
This stands in stark contrast to the assumptions of economic rationality underlying
the privacy calculus, as patients will most likely not be able to actually fully assess
risks and benefits. Promises or benefits are most often tangible, while risks are
delayed and hard to grasp (Acquisti et al., 2015). APST has addressed both, legal
requirements and the aim to provide transparency to patients, with an extensive
privacy policy, which needs to be signed by all stakeholder (APST, 2020). However,
research has shown that privacy policies are often neither understood nor read,
instead they may increase information asymmetries. Therefore, users’ need to
consent to conditions they are not able to comprehend creates a consent dilemma
(Solove, 2012). It thus seems crucial to effectively empower patients in the context
of a healthcare MSP, so that they understand the implications of their options as

prerequisite for an informed and meaningful privacy calculus.
4.2 A Stepwise Consent Model

By proposing an exemplary stepwise, and dynamic option for consent we aim to
illustrate how patients can be empowered to apply an informed mental calculus in
the context of APST. Dynamic consent has been discussed in medical research for
means of ethically gathering data for clinical trials (Spencer et al., 2016). Through
legal advancements, dynamic consent has found its way into cookie consent
management. We apply this approach to examine how a consent situation can be

created that integrates the calculus and enables the patient to make an educated
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decision. In Table 2, we depict a possibility to manage information provision consent
for APST in a similar fashion. We translate the findings from Table 1 and Figure 1
in order to establish a consent option, that allows to differentiate between type of
information and different purposes. We have developed one of the hypothetical
consent options to share aid and medical data for information types 6, 9 and 10.

Table 2: Illustration of Consent Options

Your consent options
sharing of
anonymize
Your collection sharing of d
Information and use sharing analysis analysis anonymized | informatio
of trans- /{ of trans- of of anony- | information n with
actional actional personal mized with care medical
infor; infor- infor- infor- research research
mation mation mation mation partners partners
6 care & aid
information X X X X
9 care /
studies / X X X
10 medi}ﬂ
trials X X

Show information:

Information about you, your care and aid prescriptions, usages, provider

and physician information is neccessary to perform a transaction. For a
transaction, we only share the minimum of relevant information needed.
You can choose to provide this data in personalized or anonymized form

for further analysis which helps to improve care efficiency, or provide it

to relevant research efforts to advance care and medical research

We draw on psychological empowerment to inform this option further.
Psychological empowerment is based on the concepts of autonomy, self-efficacy,
meaning and impact (Spreitzer, 1995), which are reflected in patient empowerment
(Bravo et al., 2015, McAllister et al., 2012). The options to decide for which purpose
and in which form patient information is used, would enable patients to make
informed and differentiated choices about sharing information. A consent option
like the one depicted would illustrate the data driven logic of the platform. With a
comprehensive overview, patients are presumably more capable to assess the impact
of information sharing. We could better inform patients’ privacy calculus by

providing the information necessary to make a good judgement of personal risks
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and benefits. We try to address uncertainty about future use by providing an
overview over a range of possible purposes. In this way, we make the information
lifecycle transparent for the patient. Being provided with further details on the
consent decision, patients would not only have more control and autonomy in their
privacy decision making but also understand the impact of their choice which enable
them to attribute meaning to their consent. As privacy preferences are also not stable
but evolving, it would be useful to apply this consent form dynamically. With the
options to make convenient and economic choices we thus aim at patients’

psychological empowerment.
5 Discussion, Limitations and Outlook

In the consent context of the case, patients act as active information contributors.
By providing stepwise and dynamic consent, the patients’ ability to make informed
decisions is extended. She is now able to choose if, how, and to whom power over
personal information is transferred. Acting in the patients’ interest, APST thus takes
on the role as an information trustee. By taking into account individual preferences,
information provision can therefore be considered an exercise of sovereignty
(Hummel et al., 2019). Still it needs to be critically assessed, if privacy in a data driven
business model can truly be balanced in this way. It is conceivable, that reactance
behavior is triggered and patients, as a matter of principle, have higher cautions for
privacy and choose not to share information at all. Patients potentially react the same
way as consumer who scrolls through software update notifications, leading to
higher information asymmetries and a privacy apathy instead of information
sovereignty (Hargittai and Marwick, 20106). In turn we argue that the problem of
patient information overload can be mitgiated by structuring the decisions and
presenting them in a way that faciltiates information consent, thus making it a design
issue. A clear limitation is that we merely provide an exploration based on the
theoretical as well as the case background and can not empirically validate
petceptions and consent options. The rich theoretical background and the specific
case insights, however, pave the way for this empirical examination of patients’
privacy calculus towards a multi-level use of information on a healthcare platform.
Further examination is needed to investigate the differences in perceptions and
valuations, to see, how they relate to the different usages of information on the
platform. In this way, the options that we modeled in chapter four need to be refined
and empirically validated. This paper provides a hypothetical form of enhanced
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consent and further research needs to show how this leads to an increase in
perceived empowerment. A first step would be to explore patients’ privacy
perceptions under the calculus framework. Modelling these valuations into the
consent options, psychological trade-offs that are considered between the different
options could be assessed. To do so, we propose a conjoint analysis. Thus, we will
also be able to examine the relative importance of different bundles of options to
truly understand what terminally ill patients perceive as empowering.

6 Conclusion

We have shed light on the dynamics of a healthcare MSP, which strives on various
categories of patient information (see table 1) as main resource. Adapting the
information lifecycle we show how the platform is drawing on a logic of
accumulation, feedback based-learning and cautious monetization typical for
business models in the data economy, yet with the explicit goal to improve patient

care, care research, and medical research and thus create value for patients.

Information intensive practices incur considerable privacy concerns. We provide
insights in the distinct perspective of terminally ill patients’ privacy perceptions and
decision making. This understanding opens up possibilities to enhance a patient-
centered design in the light of a severe neurological disease. We propose a stepwise
consent form to inform meaningful privacy options and to empower patients that
interact with the healthcare platform. This provides an avenue for further empirical
examination of patient empowerment that balances platform innovation, care, and
medical research with information privacy. In this way, our research further
contributes to the advancements of responsible and sustainable healthcare

innovation and reseatrch practices.
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1 Introduction

Understanding patients’ vulnerabilities in acute care hospitalization is vital for
efficient management of some underlying risks associated with admission. Thus,
early identification of those at high risk of falls or pressure injuries will allow the
hospital to mitigate the risks. Falls and pressure injuries are known to be among the
most pronounced risks patients face in hospitals with 32%-40% exposed to falls risk
(Florence et al. 2018) whereas 2% - 23% are exposed to pressure injury (Gallagher
et al. 2008, Moore et al. 2019) annually. Although researchers have released
important findings of the factors influencing falls and pressure injury (Gallagher et
al. 2008, Moore et al. 2019, Geusens et al. 2003), their focus have revolved around
the aged (>065 years) without considering the other age groups, who can be equally
susceptible due to health conditions.

Since the knowledge of patients’ risk on admission is somewhat limited due to the
greater emphasis on the elderly, it is imperative that this study will critically look at
the contributing factors to these admission risks for all age groups by exploring the
various clinical and psychosocial factors. This information can help to improve care
and reduce cost, thus, reducing the slow pace of evaluating falls and pressure injury
risks of inpatients. Since biases can be reduced via an autonomous strategy that relies
on the routine patients' record for decision suppott, we can expect improved risk
estimation accuracy. Hence, this study will establish the factors responsible for
different risk levels of falls, pressure injury, and falls and pressure injury for
inpatients on admission using multivariate logistics regression analysis while
developing a machine learning model for predicting the risk levels. The cost-saving
from using the model will also be developed for various length of stay (LOS) for

high-risk patients who are most predisposed to injuries on admission.

2 Background

Pressure and fall injuries are among the danger patients face on admission in acute
care hospitals. It has been established that over 70% of hospitalized patients get
involved in fall accidents (Coussement et al. 2008) with 2%-15% in acute hospitals
(ACSQHC 2018a). Most of these injutries resulted in fracture and intracranial
injuries, which affect 4 in 10000 patients in Australia annually (Black et al. 2011). For

elderly patients, 30%-50% of falls cause them minor injuries that include bruises,
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abrasions, and lacerations. However, 10%-16% of these falls cause intracranial
injuries and fractures, which significantly result in morbidity and mortality (Ahmad
et al. 2012). Numerous studies have linked falls and fall injuries amongst patients to
postural instability, blood pressure, dementia, menopause, previous history of falls,
orientationally problems, dizziness, mobility problems, and medications (Margolis et
al. 2014, O'Neil et al. 2018, Nguyen et al. 2015). Although the effects of numerous
disease conditions on the fall rate vary with the severity of the ailments, dementia
patients have more than 3 times the risk of falls than other patients. There is an
increased risk of falls for patients that use antiepileptic, sedative, hypnotics,
antidepressants, and benzodiazepines-based medications (Woolcott et al. 2009,
Hartikainen et al. 2007, Neutel et al. 2002). Similarly, the risk of falling increases for
patients taking more than 10 medications together than those on high-risk fall
inducing medication such as benzodiazepines (Tayyib et al. 2015).

Pressure injuries such as ulcers occur due to infrequent positioning and age of
patients (Tayyib et al. 2015) but enhanced patients management in preoperative
settings help to prevent them. Thus, ensuring that patients are not exposed to
lengthy pressure during surgery and preventing exposure to frictions during transfers
could potentially minimize the risks of pressure injuries (Spruce 2017, Posthauer et
al. 2015). Poor hydration and nutrition also play significant roles in the development
and exacerbation of pressure injuries (Alderden et al. 2018) especially for the
critically ill who may be malnourished during the sickness episode (O'Neil et al. 2018,
Nguyen et al. 2015). Not much has been done in predicting falls and pressure injury
on admission using machine learning, however, Electronic Medical Records (EMRs)
and algorithms such as random forest (RF), Bayesian network, artificial neural
network (ANN), and decision trees have been employed by researchers (Alderden
et al. 2018, Veredas et al. 2015, Kaewprag et al. 2017, Moon and Lee 2017). These
researchers obtained an accuracy measured as the area under the curve (AUC) in the
range of 78.7%-89.51%. Other authors have relied on different algorithms for fall
detection and classification of videos and signals from wearable devices (Aziz et al.
2017, Ni et al. 2012). Some of the studies have been used to detect fallen residents
in aged care facilities or homes whereas others have applied machine learning
comparatively with the traditional methods of assessment based solely on scores
(Silva et al. 2017). Despite the importance of these studies, there is still a limited

focus on real-time profiling of patients’ risk levels on admission and the risk level of
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individuals with proneness to both fall and pressure injury not targeted yet. Thus,
the need for this study that highlights the risk factors of both fall and pressure injury
separately and collectively, determine the algorithm that will enhance the real-time

estimation of risk vulnerabilities and comparatively establish the cost variabilities.

3 Method

This study established the risk profile of patients admitted to a not-for-profit acute
catre hospital by predicting the fall and pressure injury risks of 1014 patients admitted
between December 2016 to July 2018. This sampled population consists of patients
aged 1.17 years to 101.25 years with 48 clinical, demographic, and psychosocial
characteristics that are closely related to the risks under consideration. The risk levels
of the patients that were classified as low, moderate, or high were also obtained from
the hospital records. The patients at the risk of fall and pressure injury were extracted
from the acquired record by letting high-risk level to supersede either the low or
moderate risks for patients susceptible to both risk profiles. Similarly, moderate risk

superseded low risk when a patient is exposed to low and moderate risk levels.

Due to the need to establish the factors driving falls, pressure, and the combined
falls and pressure injuries of the patients, multivariate logistic analysis of the patients
at low, moderate, and high-risk categories were determined and the odds ratios
(ORs) established. Different machine learning algorithms that include ANN,
gradient boosting model (GBM), RF, Linear discriminant analysis (LDA), K Nearest
Neighbour (KNN), Adaboost (ADB), Ridge regression classifier (RCV) and extra
tree classifier(ETC) were tested to establish the best algorithm for real-time
prediction of the risk profiles. The cost savings from using the real-time estimation

was also determined for different LOS.

3.1 Pre-processing of data

The data were cleaned to remove inconsistencies in the entry and parameters with
more than 10% of missing values dropped whereas others with less than 10% were
filled. Hence, patients at high risk of fall or pressure injury and have a stroke, heart
problems, multiple sclerosis, and motor neuron diseases, asthma, breathing
problems, fall during current admission, and are passing through chemotherapy and
radiation treatment were treated as high-risk patients if they have missing values.

The risk classes were later upsized with Synthetic Minority Oversampling Technique
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(SMOTE) to ensure a class balanced data while categorical parameters such as the
clinical services and gender were characterized dichotomous as “1” for affirmative

or “0” if not.

3.2 Factors influencing risk profiles at different levels

The factors influencing the risk categories of fall and pressure injury susceptibility
were established at 0.05 significant level following a multivariate logistics model.

3.3 Real-time estimation of patients’ risk profiles

It is important to establish the machine learning algorithms that will result in a better
prediction of the risk classes by testing numerous algorithms. They include Ridge
Regression (RCV, Linear Discriminant Analysis (LDA), Gradient boosting machine
(GBM), Random Forest (RF), Artificial neural network (ANN), K Nearest
Neighbour (KNN), Adaboost (ADB), Support Vector Machine (SVM) and Extra
Tree classifier (ETC). The performance of the real-time risk profiling model,
sensitivity (recall), specificity(precision) and accuracy were determined using the
True Positive (TP), True Negative (TN), False Positive (FP) and False Negative
(FN).

3.4 Cost optimization with real-time risk profiling

To estimate the cost-savings associated with the patients LOS on admission when
real-time risk profiling is carried out, it was assumed that $ is spent per day of
hospitalization. If ¢ patients were treated for ¢ days, the total expenditure (Eiw) can
be represented by Eqn. (1).

Eror = noyp (€]

If Y number of falls or pressure injuries results in A increase in the LOS of the
patients following the findings from previous researchers (Worsley et al. 2016,
Morello et al. 2015, ACSQHC 2018b), the cost of managing the patients in
consideration of those that have fall or pressure injury (Ein) will increase following
the additional days spent by the injured patients per Eqn. (2).

Ej = (1 =Y)Ey +Yno(A +1) @
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Since real-time risk profiling results in the prediction of the inherent risk of falls and
pressure injuries to an accuracy of B, the extra cost incurred by treating the injured
patients will be reduced by (1-8) times of the cost of managing injured patients
{Yn(A )} because of the expected fewer casualties. Thus, the cost of managing the
patients when real-time risk profiling is carried out (Eri) can be represented by Eqn.
3).

Ersk = (1 - Y)Etot + Etot (1 - ﬁ)(l + 1l1) (3)

The cost-saving expected from using real-time risk profiling (E.) is obtained as the
difference between Eqn. (2) and Eqn. (3) and the percentage of savings can be
computed with Eqn. (4).

E = 1_(1—Y)w+Y(1—ﬁ)(A+w)
sav = A-VY+YQA+1)

) *100% &)
3.5 Injury probability on admission

The injury probability of the high-risk patients is determined by computing the mean
risk index following the expressions shown in Eqn. (5) — Eqn. (6).

By using a logistic regression model with binary dependent variable y; representing
patients of high-risk susceptibility P (yi = 1), the probability of injury proneness can
be written as Eqn. (5).

e(Bo+ZiLy Bixite)
pyi=1) = T4 G0 e )

Here, Bo, Bi, m, and e is the intercept, coefficient of a given patient characteristics
(clinical and psychosocial) x, number of explanatory variables in consideration and
random error. The mean values of the patient characteristics x are used alongside
the coefficient estimated with Eqn. (5) to compute the mean risk index (MRI) in
Eqn. (6).
Xp(yi=1)
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4 Results

The summary of the clinical and psychosocial characteristics of the patients shown
in Table 1 has 59.3% females and 40.7% males, and the proportion of the patients

admissioned for various disease conditions.

Table 1: Summary of the clinical and psychosocial conditions used for modelling fall risk on

admission and the proportion of patients associated with the studied conditions.

Demographic information
Parameter Mean £ SD
Age(years) 48.59+22.08
Weight, WGT(Kg) 79.812£25.56
Height, HGT(cm) 168.46£12.98
Body Mass Index (BMI) 27.96£8.03
Length of stay, LOS (days) 6.53+11.89
Psychosocial and clinical conditions

Condition Acronym Total
Arthritis ARS 16%
Asthma ASM 19%
Bowel bleeding, constipation & diarrthoea | BBC 18%
Blood clotting problems BCP 6%
Bladder problems & incontinence BPI 10%
Breathing problems BRP 18%
Cough & cold in the last 2 weeks CCL 13%
Cancer CNR 22%
Chemotherapy & radiation treatment CRT 15%
Current wounds & skin breaks CWB 12%
Dentures DEN 14%
Dementia DMA 1%
Diabetes DTS 8%
Epilepsy & seizures EPS 3%
Fall during the current admission FDA 3%
Fallen in the last 6 months FIL 13%
High and low blood pressure HBP 28%
Hospitalisation in the last 12 months HIL 47%
History of multi residual bacteria HMB 2%
Home oxygen HOX 4%
Heart problems HTP 13%
Infectious diseases 1IFD 1%
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Indigestion & reflux IRF 21%
Impaired vision & hearing IVH 26%
Kidney disease KDS 5%
Lives alone LAL 10%
Limited jaw movement LM 2%
Migraines & motion sickness MMS 17%
Multi sclerosis & motor neuron MSN 2%
Neck & back problems NBP 25%
Pregnant & breastfeeding PBF 1%
Physical disability & mobility problems PMP 16%
Prostate problems PRP 6%
Psychiatric problems PSP 20%
Short term memory loss SML 5%
Speech & swallowing difficulties SSP 4%
Stroke STK 5%
Vaccination for chickenpox VCP 25%

4.1 Combined falls and pressure injuries risks

The conditions that influenced the risk of injuries for patients that are susceptible to
both falls and pressute injuries risks are summarized in Table 2. The influence of
MSN, which carries the highest risk for patients at high risk is quite pronounced
with 59% - 811% more likelihood of causing injuries than the other influencing
variables. FDA poses lesser risk than MSN but has between 194% - 473% more
chances of triggering falls and pressure related injuries on admission than the HGT,
AGE, VCP, and FIL.

Table 2: Summary of features influencing combined fall and pressure injury of high risks

susceptible patients on acute hospital admission

Parameters | P values 2.50% 97.50% OR

HGT 0.00002 0.97 0.99 0.98

AGE 0.00318 1.01 1.04 1.0251
FDA 0.00379 1.75 18.04 5.6117
MSN 0.01857 1.44 55.24 8.9266
VCP 0.02117 1.09 2.85 1.7616
FIL 0.03756 1.04 3.50 1.9059
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The summary of the various algorithms used for the real-time estimation of falls and

pressure injuries risk is shown in Table 3.

Table 3: Summary of training and testing results of the combined fall risk and pressure injury
risks;fld:fold; ALG: algorithm; PRC: precision; RCL: recall; ACC: accuracy of test data, bold
indicates the best.

ALG | fid1 | id2 | f1d3 | fld4 | fld5 | mean | Std. | PRC | RCL | ACC
RCV ]0.66 | 0.58 | 0.63 | 0.60 | 0.59 | 0.61 0.03 ] 0.64 | 0.62 | 0.62
LDA | 0.68]0.60 | 0.64 | 0.62 | 0.63 | 0.64 | 0.03 | 0.65 | 0.63 | 0.63
GBM | 0.89 | 0.88 | 0.89 | 0.85 ] 0.89 | 0.88 | 0.02 | 0.90 | 0.90 | 0.90
RF 0.88 | 0.86 | 0.88 | 0.85 | 0.88 | 0.87 | 0.01 | 0.91 | 0.90 | 0.90
ANN | 0.85]0.8910.90 10.79 | 0.86 | 0.86 | 0.04 | 0.89 |0.89 ] 0.89
KNN | 0.75]0.75 | 0.79 1 0.73 | 0.76 | 0.76 | 0.02 | 0.83 | 0.80 | 0.79
ADB | 0.75]0.77 1 0.73 1 0.72 1 0.71 | 0.74 | 0.02 | 0.74 | 0.74 | 0.73
SVM | 0.64 | 0.60 | 0.62 | 0.62 ] 0.65 | 0.63 | 0.02 ] 0.65 | 0.62 | 0.62
ETC [0.87]10.90|0.90]0.86]0.89]|0.88 |0.02]091 |091 |0.91

The mean values of the 5-fold cross-validation of the training dataset indicate that
ETC (in bold) as the algorithm that produced the best result with a mean accuracy
of 88.4% of the cross-validation and 90.9% accuracy of the test data.

4.2 Falls risks

According to Table 4, the high risk of falls on admission is mostly influenced by
MSN, which predisposes patients to falls injuries 538% more than the FDA, which

is the second most influencing factor.

Table 4: Summary of the features influencing fall risks on the admission of high risks

susceptible patients

Parameters P values 2.50% 97.50% OR
AGE 0.0008 1.01 1.05 1.0308
HGT 0.0017 0.97 0.99 0.9842
MSN 0.0026 2.89 153.38 21.0706
PMP 0.0328 1.06 4.00 2.061
DEN 0.0372 1.04 3.55 1.9211
FDA 0.0457 1.02 10.72 3.3119
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The real-time estimation of falls risks can be predicted with RF per Table 5.

Table 5: Summary of training and testing performance of falls risks, fld:fold; ALG: algorithm;
PRC: precision; RCL: recall; ACC: accuracy of test data, bold indicates the best

ALG | fld1 | id2 | id3 | fld4 | ld5 | mean | Std. | PRC | RCL | ACC
RCV [0.68 | 0.67 | 0.72] 0.65 | 0.67 | 0.68 | 0.02 | 0.67 | 0.67 | 0.67
LDA | 0.69 | 0.68 | 0.71 | 0.64 | 0.69 | 0.68 | 0.02 | 0.67 | 0.66 | 0.66
GBM | 091 | 0.88]0.93]0.89 |091]09 ]0.02]09 | 0.90 | 0.90
RF 091 1090 ]0.92]0.889]0.89 09 ]0.01]091 ]091 |09
ANN | 0.89 | 090 ] 0.90 | 0.86 | 0.89 | 0.89 | 0.02 ] 0.90 | 0.90 | 0.90
KNN | 0.80 | 0.81 | 0.81 ] 0.75 |0.79 1 0.79 ]0.02]0.82 | 0.80 | 0.79
ADB | 0.78 | 0.7310.79 ] 0.75 | 0.77 | 0.75 ] 0.03 | 0.78 | 0.78 | 0.78
SVM | 0.65 | 0.68 | 0.72] 0.65 | 0.67 | 0.67 | 0.03 | 0.67 | 0.66 | 0.66
ETC | 094 | 0.89]0.91]091 |]0.89]091 |0.02]09 | 0.90 | 0.90

4.3 Pressure injury risks

According to Table 6, pressure injury risks are caused by some of the parameters
that influence the other risks discussed in the previous except for some new
parameters that include CWB, LJM, and BMI.

Table 6: Summary of the features influencing pressure injury risks on the admission of high
risks susceptible patients

Parameters | P values 2.50% 97.50% OR
HGT 0.0002 0.88 0.96 0.92
FDA 0.003 5.07 2732.30 118.00
MSN 0.03 1.59 9228.94 121.21
CWB 0.0381 1.10 32.98 6.03
BMI 0.04 0.78 0.99 0.88
LM 0.042 0.00 0.82 0.00
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Table 7 also indicates that ETC predicted the test data to an accuracy of 99.8%
compared to RF and GBM that estimated them at 99.4% and 98.6% respectively

while other algorithms have lower estimates.

Table 7: Summary of training and testing performance of pressure injury risk,fld: fold; ALG:
algorithm; PRC: precision; RCL: recall; ACC: accuracy of test data

ALG | fldl | fid2 | fid3 | fld4 | fld5 | mean | Std. | PRC | RCL | ACC
RCV 089 086 |090 |0.90|0.88 |0.89 0.02 1 0.88 | 0.88 | 0.878
LDA | 088 |0.83 |0.87 |]090|0.87 |0.87 0.02 ] 0.87 | 0.87 | 0.864
GBM | 099 1099 098 099|097 |0.98 0.01 | 0.99 1099 | 0.986
RF 099 1098 |098 |0.99 097 | 098 0.01 1 099 |0.99 | 0.994
ANN | 097 097 |097 | 097|099 | 0.97 0.01 1098 | 098 |0.979
KNN | 090 | 0.86 | 0.88 | 0.86 | 0.87 | 0.88 0.02 1091 |0.89 | 0.884
ADB | 091 ]0.92 |090 |0.92]090 | 0.91 0.01 ] 0.89 | 0.89 | 0.890
SVM | 083 | 085 |086 | 0.86]0.85 | 0.85 0.01 ] 0.86 | 0.86 | 0.856
ETC | 0.988 | 0.985 | 0.985 | 0.99 | 0.985 | 0.989 | 0.00 | 0.998 | 0.998 | 0.998

4.4 Injury probability on admission for high-risk patients

The MRI of the patients considered in this study is 3.69E-03 yr-!, 4.04E-03 yr-1, and
9.59E-11 yr! respectively for those with combined falls and pressure injury risk, fall
injury risk, and pressure injury risk. The risk for those prone to the combined falls
and pressure injury risk is lower than those that are only prone to falls injuries. But
the MRI of pressure injury-prone patients is relatively very small, which may be an
indication of the limited occurrence of such injuries due to the proper management
strategy. The injury risks increase with the age of the patients (Coussement et al.
2008), thus, making an 80 years old patient 23% more prone to falls injury than a
65-year-old. The elderly can be prone to atrophy of joint muscles, which could cause
instability because of limited activities, and sometimes vitamin D deficiency may
help to enhance poor gait functionality, muscle weakness, and osteoporosis (Vassallo
et al. 2009). These conditions can be responsible for the increased frailty of the
elderly and susceptibility to higher falls injury probability per Figure 1.
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Figure 1: Probability of injury on admission for the patient that are 60 years and over — (A)
pressure injury risk, (B) falls injury risk, (C) combined falls and pressure injury risk

4.5 Cost savings with real-time risk profiling

The real-time risk profiling using different algorithms showed that ETC and RF are
the most efficient algorithms for predicting accurately the risk class of patients. This
gives room for better patients’ management that will forestall falls or pressure
injuries on admission since the status of most patients can be known early enough.
We have assumed that 2% and 3% of falls injuries and pressure injuries respectively
are experienced on admission following information from the hospital. Since falls
injuries can increase LOS significantly between 5.9 days — 23.6 days (Worsley et al.
2016, ACSQHC 2018b) and those with pressure injuries can stay more 8 days - 18.8
days (Black et al. 2011, Morello et al. 2015), the cost savings with different LOS has
been computed with 90% accuracy of the real-time risk profiling (Figure 2).
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Figure 2: Expected cost savings using the risk-time risk profiling of patients in an acute
hospital for different length of hospital admissions for — (A) pressure injury, (B) falls injury

5 Discussion

The core drivers of falls and pressure injuries have been identified to include HGT,
FIL, VCP, CRT, DEN, LOS, AGE, SSP, FDA, DMA, MSN, PMP, BMI, ASM,
LJM, HOX, SSP, BCP and CWB. Some of these conditions are among those
identified previously by researchers however, they only influenced low and moderate
risk patients and may not be of utmost concern like the ones influencing high-risk
patients. Mobility problems and fall history, which were equally attributed to falls
injuries in previous research were identified as among the conditions responsible for

high-risk patients’ susceptibility to fall injuries.

This study has linked patients diagnosed with high susceptibility to the falls and
pressure injuries to MSN, FDA, FIL, VCP, AGE, LJM, BMI, CWB, AGE, and HGT
but the strong influences of MSN and FDA make it imperative that patients who
have these attributes will be given more attention. Although not so much is known
about MSN, the pathological characteristics of death upper and lower motor
neurons and the presence of numerous protein inclusions in the remaining motor
neurons resulting in impaired transactive responses (Neumann et al. 2006,Wright et
al. 2016) culminates in problems that can lead to poor gait and memory loss (Olivier
et al. 20106). Thus, the strong influence of MSN on falls and pressure injures may be
explained by the association between poor gait functionality and memory loss.
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The probability of pressure injuries on admission is relatively low compared to fall
injuries. This may be because of the healthcare strategy of the hospital which
prioritise pressure injuries vulnerabilities. However, the probability of getting falls or
pressure injuries increase with the age of the patients, the number and types of
comorbidities (Rondinelli et al. 2018).

6 Conclusions

This study has affirmed the importance of real-time risk profiling in the efficient
management of patients that are susceptible to falls and pressure injuries on
admission by showing the cost-saving associated with the implementation of the
technique. The core drivers of the risks were also established for patients with the
various levels of predispositions to injuries while establishing the high-risk drivers
that include MSN, FDA FIL, VCP, AGE, LM, BMI, CWB, AGE, and HGT. The
cost savings expected for real-time risk profiling ranges from 3.25% - 38.89% for
pressure injury risks and 2.3% - 25.90% for fall risk injury when a 1 to 28 days LOS
is considered. ET'C and RF with enhanced accuracy of 10% - 11% were identified
as the most efficient algorithms for predicting the patients’ risk categories using the
clinical and psychosocial conditions. Comparatively, patients prone to pressure
injury risk have a very small likelihood of becoming injured on admission than those
susceptible to falls risk and combined fall and pressure risks on admission. This
could attest to the proper pressure injury management practices in the hospital and

the need for improving fall mitigation strategies.
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1 Introduction

What is a digital strategic initiative? How does it differ from a generic strategic move
or an IT-enabled Strategic Initiative? How can optimal digital strategic initiatives be
designed, implemented and sustained over time by a firm intent on creating and
appropriating economic value? These questions are central to the information
systems discipline, and information systems research is best positioned to contribute
to our collective understanding of digital innovation and digital transformation
phenomena. It is however paramount that such contribution be based on sound
ontological and definitional grounds, because the “consequences of ignoring
ontological considerations of this kind are significant [...] This problem is likely to
be especially severe in the digital context” (Faulkner and Runde 2019, p. 1283).

To contribute to the discourse, this paper explores the structure and design of Digital
Strategic Initiatives (DSI) - defined as identifiable competitive moves that depend on digital
resources to create and appropriate economic valne. Because they are competitive moves,
DSIs are devised and implemented by organizations. As with any designed artifact,
“to imagine a better design, the designer must know the relationships between
structural elements” (Baldwin and Clark 2000, p. 34). It follows that when the
structural elements change, as with the increasing availability of digital resources, the
relationships between those structural elements change, and they create new design
possibilities. Therefore, the premise of this paper is that in digital strategy the role
of digital resources in crafting strategic initiatives, and the outcomes that are likely
to occur from these initiatives, will be directly impacted by the nature of such digital
resources. Specifically, the paper advances a precise definition of key constructs:
digital strategic initiatives and digital resources, differentiating the latter from
traditional conceptualizations of IT or IS resources.! The paper also delineates two
different approaches to the execution of DSIs: a) orchestration of digital resources
and b) creation of novel digital resources. We demonstrate the first one with a case
illustration of home grocery delivery and the second with the case of a dark kitchens

provider in the restaurant industry.

! For the remainder of the paper we will use the shorthand “I'T” to refer to I'T or IS resources, assets and capabilities.
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2 Digital Strategic Initiatives

The strategic information systems literature defines I'T-enabled strategic initiatives
as “identifiable competitive moves that depend on the use of I'T to be enacted, and
are designed to lead to sustained improvements in a firm’s competitive position”
(Piccoli and Ives 2005, p. 748). This research tradition conceptualizes strategy “not
as the making of a few discrete ‘one time’ decisions, but as the configuration of
interrelated and interlocking activities. Thus, IT-dependent strategic initiatives do
not simply consist of the building of a computer system or application that, allegedly,
generates competitive advantage until it is successfully replicated; rather, they consist
of the configuration of an activity system, dependent on IT at its core, that fosters

the creation and appropriation of economic value” (Piccoli and Ives 2005, p. 748).

In keeping with the same conceptual level, DSIs are identifiable competitive moves
that depend on the use of digital resources to create and appropriate economic value.
Of interest to this discussion are only those strategic initiatives that could not be
feasibly implemented by the firm without a core of specific digital resources. By
definition, DSIs are predicated on digital resources use. The adoption of the term
“digital” is intentional here, and it signals a substantive departure from the term “IT-
dependent” (Piccoli and Ives 2005). While many authors and theorists agree that
there is a difference between I'T phenomena and digital phenomena (Hanseth and
Lyytinen 2010; Kohli and Grover 2008), introducing new terminology begs the
question of why the old label is not descriptive of the new phenomenon (Baiyere et

al. 2017; Rodriguez and Piccoli 2018). This challenge is addressed in the next section.
3 Digital Resources

While digital resources play a central role in digital innovation (Henfridsson et al.
2018) the literature stops short of providing a first principled definition of the digital
resource construct. One that draws on previous IS research, while identifying critical
differences between the traditional conceptualization of IT resources and digital
resources (Kohli and Grover 2008; Lusch and Nambisan 2015).
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In line with IS research, we define resources as “assets and capabilities that are
available and useful in detecting and responding to market opportunities or threats”
(Wade and Hulland 2004, p. 109). Assets are “anything tangible or intangible the
firm can use in its processes for creating, producing, and/or offering its products
(goods or services) to a market” while capabilities are “repeatable patterns of actions
in the use of assets to create, produce, and/or offer products to a market” (Wade
and Hulland 2004, p. 109). IT assets are typically hardware and software (e.g., IT
infrastructure, information repositories), whereas IT capabilities stem from
organizational competencies (e.g., IS-business partnership, software development
skills). While this focus was appropriate in a context dominated by “IT boxes,” with
the increasing pervasiveness of digitalization (Tilson et al. 2010; Yoo et al. 2010),
digital resources are emerging as a key construct for explaining “digital phenomena”
(Henfridsson et al. 2018). Digital resources are a specific class of digital objects that
a) are modular, b) encapsulate objects of value, either assets or capabilities, c) that are
accessible by way of a programmatic bitstring interface. We devote the remainder of this
section to clarifying and supporting this definition. We do so by first reviewing the
ontology of digital objects, and then exploring the ontology of digital resources in
order to clarify their differences with traditional IT resources.

31 Digital Objects

An object is an enduring, structured collection of elements. They are comprised of
distinct components, objects themselves, organized in a discernible arrangement
(Faulkner and Runde 2019). Objects can be grouped in two distinct sets: material
and nonmaterial. This classification depends on whether they exhibit spatial
attributes, like volume or mass. Thus, while the touch screen of an iPhone is a
material object, the phone’s 1OS operating system is a nonmaterial object. Hybrid
objects, a subset of material objects, are comprised of both material and nonmaterial

elements (e.g., a working iPhone running iOS).

Bitstrings, a type of nonmaterial object, are “the sequences of 1’s and 0’s used in
computing to represent information in binary form” (Faulkner and Runde 2019, p.
804). Bitstrings, separated in program files and data files, occupy a central role in
digital computing. By way of encoding and inscription, bitstrings assume the role of
bearer of other nonmaterial objects (Faulkner and Runde 2013). This ability to bear

nonmaterial objects of value “is arguably the single most important feature of the
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bitstring [leading to the conclusion that] the demand for bitstrings is a derived one,
arising from demand for the nonmaterial object inscribed into a bitstring, rather than
for the bitstring itself, and where multiple layers of nonmaterial bearer may exist
between the bitstring and the ultimate object of value” (Faulkner and Runde 2019,
p. 1293). This property results in a layering of nonmaterial bearers such that the
object of value is far removed from the ultimate physical bearer. In other words,
while ultimately requiring a physical carrier (e.g., a solid-state drive), nonmaterial
objects are increasingly inscribed into layers of bitstrings that abstract further and

further away from the constraints of the physical bearer.
3.2 Environmental Context of I'T x versus Digital x

While ontologically sound and built from first principle theorizing, the original
definition of digital objects does not allow for a differentiation between IT
phenomena and digital phenomena. The above ontological arguments consider any
hardware/softwate system rooted in the Von Neumann digital computer
architecture and the stored program concept (Von Neumann 1945) as a digital
object. Replacing the traditional IT “x” concepts presents an opportunity to create
improved conceptual clarity that considers the distinctive characteristics of novel
digital phenomena. In the remainder of this section we show that, broadly speaking,
digital phenomena occur in an environmental context that is zufrastructural,

combinatorial and servitized.

a) Infrastructural: IT has left the boundaries of corporations to permeate
virtually any aspect of society, in large part thanks to the Internet (Hanseth
and Lyytinen 2010). Localized and bounded IT infrastructures increasingly
give way to digital information infrastructures — “unbounded, evolving,
shared, heterogeneous, and open installed bases of capabilities” (Tilson et
al. 2010, p. 754) configured as “evolving sociotechnical systems comprising
an installed base of diverse information technology capabilities and their
user, operations, and design communities” (Hanseth and Lyytinen 2010, p.
4). The above definition highlights the recursive and shared nature of digital
information infrastructures. They are socio-technical artifacts (Silver and
Markus 2013) that are comprised of similar elements that non-exclusively
contribute to the functioning of other information systems (Henfridsson
and Bygstad 2013).
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b) Combinatorial: Technological progress stems from the combination and

recombination of evolving elements components into new structures,
leading to a constant state of combinatorial technology evolution (Arthur
2009). An important driver of combinatorial evolution in technology is the
availability and variety of elements that serve as the “building blocks” of
new structures such that “the more there is to invent with, the greater will
be the number of inventions” (Arthur 2009, p. 21). In the information
systems context, modules are digital objects characterized by varying
degrees of openness and unboundedness (Yoo et al. 2010). To the extent
that the interfaces of digital objects do not share assumptions or data with
a specific design hierarchy (i.e., they are unbounded), and they are amenable
to address unexpected tasks (i.e., they are open), the resulting components
become available to organizations that can easily integrate them into novel
recombinations (Clark 1985; Yoo 2013).

Servitized: While the combinatorial nature of digital phenomena pertains to
their nature as digital objects, servitization captures the managerial and
contractual characteristics of digital phenomena. The technical aspects of
artifact design (e.g., design rules and task structure) are accompanied by a
contract structure, explicit or implicit, that provides the framework for
possible activities (Baldwin and Clark 2000). Such contract structure must
fit the task structure underlying the design and production processes of the
firm’s outputs. Servitization represents the contractual availability of
resources as services, rather than assets. Recent research on digital platforms
has discussed the role of boundary resources in governing the interactions
between the platform and its users (Eaton et al. 2015). Generalizing from
this early work we note how servitization is a direct implication of the
ontology of digital objects in that these elements of the information
infrastructure are shared open and unbounded (Yoo et al. 2010), but they
are also highly abstracted. However, the defining characteristic of
servitization is not in the nature of what is being servitized. Rather
servitization is about the codification and inscription of the contract
structure into bitstrings. The result is that relationship and governance is
dynamic and agile, enabling organizations that engage in combinatorial
evolution to obtain the service on an as needed basis and to pay for it on a
consumption basis. The ability to encode into bitstring the contract

structure represents a fundamental shift compared to traditional intra- or
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inter- organizational IT systems (Rai et al. 2006) where both governance and
technical agreements required lengthy negotiations and ad-hoc formal

agreements .

3.3 Digital Resources

We conceptualize digital resources as a specific class of digital objects that a) are
modular, b) encapsulate objects of value, either assets or capabilities, c) that are accessible
by way of a programmatic bitstring interface. Digital resources leverage the primary
characteristics of the bitstring: the capacity to bear objects of value, either assets or
capabilities. Digital assets encapsulate nonmaterial or hybrid objects borne by
bitstrings. Digital capabilities encapsulate competencies borne by bitstrings. As a
consequence, digital resources are nonmaterial objects in their own right, divorced
from their physical bearers. One of the defining characteristics of digital resources
is their modularity. As any modular component enforcing the information hiding
principle (Parnas 1972), digital resources abstract the details of their inner working
and restrict points of interactions with other resource to their interface. Thus, the
interface is the “preestablished way to resolve potential conflicts between interacting
parts of the design” (Baldwin and Clark 2000, p. 73) and with each new layer of
abstraction, the complexity of previous technological evolutions (Arthur 2009) is
“hidden away” into a new module (Baldwin and Clark 2000). In the case of digital
resources, the potential conflicts handled by the interface and its design pertain to
both the technical and governance decision space. As shown by the proponent of
modularity theory, the technical aspects of artifact design (e.g., design rules and task
structure) are accompanied by an explicit or implicit contract structure, that provides
the framework for activities within the design hierarchy (Baldwin and Clark 2000).
It follows that a defining characteristic of digital resources is the design and structure
of their interface as a programmatic bitstring interface. 1t is the bitstring nature of the
interface, we argue, that warrants referring to this class of digital objects with the

new label of digital resources.

Consider digital payment processor Stripe. The firm exposes a set of digital resources
that enable developers to plug a payment module into their applications. In the
context of DSIs, Stripe exposes digital capabilities because it encapsulates objects of
value, the ability to programmatically process payments, as a modular component,

accessible through a digital interface. Stripe’s digital capabilities are not only modular
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and accessible by way of a programmatic bitstring interface instantiated as a set of
APIs that regulate both the technical and governance aspects of resource utilization.
But they are also portable, a special case of digital resource, because Stripe provides
the translator modules, in the form of client-side libraries that developers must
import into their own applications, to make requests to the Stripe APL. Stripe offers
translator modules in the most widely used programming languages (i.e.,
Ruby, Python, PHP, Java, Node, .NET) in order to make its digital capabilities
widely portable and product agnostic. As such, they are leveraged for process
payments in different design hierarchies (e.g., website, iPhone app, Amazon Echo
skill).

In summary, digital resources are structurally different from IT resources as originally
conceptualized. Where IT resources where categorized as either technical, like IT
infrastructure or business applications (Melville et al. 2004), or managerial, like
technical IT skills or IT management skills (Wade and Hulland 2004), digital
resources are socio-technical artifacts. Their technical characteristics as well as their
contract structure are embedded into the digital object and interface. Note as well
that digital resources could not exist outside of their infrastructural, combinatorial
and servitized digital environment. This context provides the “terroir” necessary for

digital resources to emerge, develop and be harvested into value creating DSIs.
4 Digital Strategic Initiatives: Two Illustrations

With a clear definition of digital resources as the building blocks of DSI, we identify
two different approaches to the execution of Digital Strategic Initiatives (DSI). As
noted above, DSIs are identifiable competitive moves that depend on the use of
digital resources to create and appropriate economic value. It follows that there are
two pathways to DSI value creation: a) orchestration of digital resources and b)
creation of novel digital resources. The first consists in leveraging existing digital
resources and recombining them in a novel value creating proposition (Henfridsson
etal. 2018). The second consists in building a valuable digital resource around unique
objects of value that can be made available to external organizations by way of a
programmatic bitstring interface. We provide two illustrations that are presented as

“pure exemplars” for illustrative purposes.?

2 The two cases ate not intended to be rigorous analyses of the two DSI archetypes. Rather, they are illustrations
aimed at clarifying the definition of DSI and at providing examples of digital resources.
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b)

Instacart focuses on grocery delivery intermediation, enabling customers to
select items from about half a billion listings across twenty
thousand locations and have the order delivered to their door under two
hours. The analysis will show how a DSI like Instacart grocery delivery relies
on a complex blend of digital resources, traditional IT assets and
capabilities, as well as complementary resources (see Table 1). Digital
resources are core to the initiative’s success, in the sense that the initiative
could not be feasibly executed without them.

Cloud Kitchens is a provider of “smart kitchens” that are optimized for
delivery only restaurants. Cloud Kitchens enable restaurateurs to pay for the
space as they go, with contracts as short as one month. The kitchen
infrastructure is a physical asset that is rented to the restaurateur, who is
able to customize it and configure it with specialized equipment her
restaurant concept requires. But Cloud Kitchens develops and offers an
array of digital resources that a restaurateur can orchestrate, along with their

cooking and management skills, into a value proposition of food delivery.
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Table 1: Examples of resources orchestrated by Instacart and created by Cloud Kitchens

Firm Resource Type Description
Instacart Grocery IT Asset | Digital representations of 500,000,000
catalog grocery items (price, name, image),
from over 20,000 supermarkets. Data
is compiled from grocers and is owned
by Instacart.
Instacart Maps Digital | Instacart incorporates maps exposed
Asset by Google in its shopper and customer
apps.
Instacart | Cloud-first 1T Instacart developed custom predictive
Development | Capability | models to make millions of item
listings easily browsable at scale. To do
so it leveraged AWS Elasticsearch, and
historical purchase data.
Instacart Payment Digital | Instacart collects money from the
processing | Capability | customer and immediately pays the
grocery stores, handling any
adjustments, refunds or discounts. It
integrates payment processing
capabilities exposed by Stripe.
Instacart Fraud Digital | Instacart ensures the use of legitimate
prevention | Capability | credit cards. It integrates a fraud
prevention capability exposed by Sift.
Cloud Online order | Digital Cloud Kitchens enables restaurateurs to
Kitchens | processing | Capability | receive delivery orders from major food
delivery platforms (e.g., Deliveroo).
Otders are consolidated and integrated
into one order flow for the kitchen.
Cloud Food Digital Cloud Kitchens exposes food deliver
Kitchens delivery Capability | capabilities to its tenants by relying on

partnerships  with  food  delivery

platforms.
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Table 1 lists some of the characterizing resources in the Instacart and Cloud
Kitchens cases. In the case of Instacart, an orchestration type DSI, we identify and
describe IT resources and digital resources — both assets and capabilities. For Cloud
Kitchens we identify and describe two digital capabilities the firm creates and makes

available to its restaurant customers.
5 Discussion and Conclusions

The two examples of DSI illustrate how such initiatives are enabled by the
infrastructural, combinatorial and servitized competitive environment that fosters
the development and feasible use of digital resources. Contrast Instacart with a firm
that aimed to provide the same value proposition in 1996: Webvan. Webvan, the
largest failure of the dot-com era, closed its doors in June 2001 after spending over
$1.2 billion in funding. In order to provide home delivery, Webvan had to hire
drivers, build warehouses, purchase trucks, write custom made software for
customer ordering and order fulfillment, buy servers and run their IT infrastructure
in dedicated datacenters. Conversely, Instacart could leverage the existence of a
digital information infrastructure that includes a full stack of networking hardware
and communication protocols enabling real-time data exchange and mobile devices
in the hands of customers and freelance shoppers. Whereas Webvan had to purchase
a fleet of trucks, hire drivers and grocery pickers, a fixed cost investment (McAfee
2002). Instacart relies on freelance “shoppers” who work self-scheduled flexible
hours and receive variable pay depending on the number of deliveries executed. For
technology infrastructure, Instacart relies on Amazon Web Services (AWS) RDS
storage and the EC2 computing. In other words, Webvan had to custom develop an
integrated technology infrastructure and use internal resources to offer its value
proposition. Conversely, Instacart orchestrates digital, IT and complementary
resources relying on the ability to access them services built upon an underlying
shared, open infrastructure and recombine them into a cohesive value proposition

(i.e., two-hour grocery delivery).

The two examples also illustrate how digital resources differ from the traditional
conception of IT resources. While not negating the existence and value of traditional
IT assets and capabilities, the cases show how digital resources differ in their
structure and composition. Digital resources are cohesive wholes (i.e., modules) that

can be readily recombined with other technology or complementary resources by
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connecting through a digital interface. For example, a restaurant that leverages the
Cloud Kitchens online ordering digital capability would interface its independent or
intermediated ordering presence (e.g., Deliveroo) with the Cloud Kitchens module
and receive orders for preparation and delivery. Similarly, Instacart leverages Stripe’s

fraud prevention capability by integrating it with its app via Stripe’s APL

The premise of this paper is that information systems research is best positioned to
contribute to our collective understanding of value creation and appropriation in the
digital era. The discipline has accumulated a wealth of knowledge about the strategic
role of information systems, and such knowledge is instrumental in understanding
how digital strategic initiatives can be designed, implemented and sustained over time. Yet,
given the proliferation of digital “x” constructs that parallel well-established IT “x”
ones, it is critical to surface the difference between IT phenomena and digital
phenomena. We believe this is even more important at this time when the emergence
of digital “x” labels run the risk of diluting the core of information systems literature
and its potential influence on organizational and business research. To the ongoing
discourse we contribute a precise definition of key constructs: digital strategic
initiatives and digital resources, and an illustration of two different approaches to
the execution of digital strategic initiatives: a) orchestration of digital resources and

b) creation of novel digital resources.
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1 Introduction

Continued advances in information and communication technologies have led to
the continuous introduction of different types of smart home technologies (SHTS).
SHTS' span a very broad range of innovative products that can provide security and
access controls, home healthcare, smart kitchen and home appliances, as well as self-
learning heating and cooling systems, among others (Markets and Markets,
2017)(Markets and Markets, 2017). Industry estimates suggest that smart home
technologies will represent a $137 billion market opportunity by 2023 (Markets and
Markets, 2017). Despite the practical importance of this market, there has been
relatively little academic research on the factors that influence SHT adoption.

Smart thermostats are an important type of device in the smart home ecosystem
because they promise to simultaneously accomplish the dual goals of 1) improving
the home experience through adaptive temperature regulation and 2) reducing
energy expenditures through optimization of the home heating and cooling systems.
The commercial market for smart thermostats is expected to reach $5.9 billion by
2020 (Markets and Markets, 2017)(Markets and Markets, 2015). Prior research on
smart home technologies has been largely done outside of the United States and
limited to the application of TAM and UTAUT theories (Park, Kim, Kim, & Kwon,
2018; Wang, McGill, & Klobas, 2018; Yang, Lee, & Zo, 2017). Little is known about
the salient factors that affect the adoption of smart thermostats and similar
technological artifacts. We begin to address this knowledge gap in this study.
Responding to calls for context-specific theory development (Hong, Chan, Thong,
Chasalow, & Dhillon, 2013), we conduct a three-stage study that progresses through
clicitation of salient perceived benefits and concerns associated with smart
thermostats, exploratory factor analysis (EFA) of the elicited perceived benefits and
concerns, and confirmatory factor analysis (CFA) within a broader nomological
network, wherein we evaluate the effects of the emergent constructs on the smart

thermostat adoption intention.

We find that a new construct, which we term fechno-coolness, is the key predictor of
the smart thermostat adoption intention. Techno-coolness captures the perceptions that
a smart thermostat can make a home look modern and futuristic, be fun to use, and
make the user feel technologically advanced. We also find that security and privacy

concerns, as well as concerns about the smart thermostat compatibility with the
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existing heating and cooling systems, ate the salient factors that negatively affect

smart thermostat adoption intention.

Our core theoretical contribution is the identification of techno-coolness as the key
predictor in the adoption of novel smart home technologies. Techno-coolness expands
the list of technology-related constructs that need to be considered in the context of
individual voluntary novel technology adoption and it complements the extant
literature that highlights the utilitarian and hedonic motives in technology adoption
(Venkatesh, Thong, & Xu, 2012). The key practical implication of our study is the
importance of echno-coolness perceptions over the functional benefits in the adoption
of smart home technologies. Smart home technologies that merely provide
functional benefits may fail to win user acceptance if they do not enhance

perceptions of fechno-coolness.
2 Theoretical background
2.1 Smart home related research

A smart home is defined as “a residence equipped with computing and information
technology which anticipates and responds to the needs of the occupants, working
to promote their comfort, convenience, security, and entertainment through the
management of technology within the home and connections to the world beyond”
(Aldrich, 2003). Smart home technologies include sensors, monitors, interfaces,

appliances, and other types of connected devices.

Much of the research on the adoption of SHT' has focused on the home healthcare
applications for the elderly. A number of studies conducted focus groups and
surveys with the elderly to assess the perceived benefits and concerns associated with
in-home monitoring technologies: portable blood pressure monitors, fall sensors,
cameras, etc. (Coughlin, D’Ambrosio, Reimer, & Pratt, 2007, Courtney, 2008;
Demiris, Hensel, Skubic, & Rantz, 2008; Townsend, Knoefel, & Goubran, 2011).
The consensus that emerges from these studies is that older adults generally view
their homes as sanctuaries and they are concerned about the loss of autonomy that
may result from the installation of monitoring technologies (Ziefle, Rocker, &
Holzinger, 2011). Although the elderly appreciate the potential benefits offered by

in-home monitoring technologies, they generally express concern over the loss of
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privacy associated with the monitoring technology use (Liu, Stroulia, Nikolaidis,
Miguel-Cruz, & Rincon, 2016).

In a parallel stream of research, smart energy meters that can support centralized
energy distribution control and help alleviate the electric grid load duting peak times
have received attention in electrical engineering and energy policy research (Arif et
al., 2013; Palensky & Dietrich, 2011). A recent survey of UK residents revealed that
energy savings and added convenience were the highest rated benefits expected
from SHT's (Wilson, Hargreaves, & Hauxwell-Baldwin, 2017). However, the survey

also showed that residents are wary of overreliance on technology.

Security and privacy concerns have been repeatedly raised in relation to smart meter
adoption (Efthymiou & Kalogridis, 2010; Sankar, Rajagopalan, & Mohajer, 2013).
An engineering analysis of smart meters substantiated the legitimacy of privacy
concerns. The analysis of encrypted information transmission patterns from smart
meters showed that it is possible to infer appliance usage patterns even without
knowing the content of the communications (McKenna, Richardson, & Thomson,
2012).

In summary, some of the prior research on SHT's has been narrowly focused on in-
home monitoring devices for the elderly and electric smart meters. The common
observations across these contexts suggest that SHT adoption involves weighing
perceived functional benefits against the potential loss of privacy and possibly a
sense of autonomy. In the next section, we review the key research studies on

technology adoption across a broader set of contexts.
2.2 Technology adoption

Factors influencing technology adoption are a central theme in Information Systems
research (Venkatesh et al., 2012; Venkatesh, Thong, & Xu, 2016). The Technology
Acceptance Model (TAM) laid the foundation for much of the research in this
domain (Davis, 1989). TAM draws on the theory of reasoned action (TRA)
(Fishbein, 1979) and it posits that technology performance expectancy (perceived
usefulness) and perceived effort expectancy (perceived ease of use) are the key

determinants that influence the technology adoption intention.
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Although TAM and UTAUT have proven their value across different technology
adoption domains (Venkatesh, Bala, & Sambamurthy, 2016), a number of studies
have demonstrated that alternative theoretic perspectives are better at uncovering
the key factors that influence technology acceptance in specific contexts. For
example, Hsiao (2003) showed that fear and distrust were the key factors that helped
explain the adoption intention in an e-marketplace. Brown and Venkatesh (2005)
tound that perceived usefulness for others (children) had a significant effect on home
computer adoption. Baird et al. (2012) demonstrated that a complex set of
contingencies influenced the adoption of electronic patient portals by healthcatre
providers. In summary, although TAM and its successor, UTAUT, offer general
frameworks encompassing factors that can influence the technology adoption
intention, research within specific contexts has found that context-specific factors
afford a better, more contextualized understanding of the phenomenological drivers

in the respective contexts.
3 Methodology

Following the calls for context-focused research in information systems (Hong et
al., 2013) and in recognition of the novelty of smart home technologies that may
pose challenges for generic theoretical models being able to capture the key
contextual factors that influence technology adoption in this domain, we draw on
theory of reasoned action as the overarching theoretical framework and we conduct
a three-stage study. Our analysis proceeds through three stages: Stage 1- elicitation
of salient perceived benefits and concerns associated with smart thermostats, Stage
2 - exploratory factor analysis, and Stage 3 — confirmatory factor and nomological

network analysis.

For each stage in the study, we recruited a new set of participants using Amazon’s
Mechanical Turk (AMT). AMT is an online labor market for micro tasks that has
received support as a valuable source of research participants across disciplines
(Buhrmester, Kwang, & Gosling, 2011; Feild, Jones, & Miller, 2010; Holden,
Dennie, & Hicks, 2013; Kittur, Chi, & Suh, 2008; Lowry, D’Arcy, Hammer, &
Moody, 2016). To avoid potential cross-cultural effects, we limited the participation
to AMT “workers” from the United States. We relied on Qualtrics, a commercial
survey platform, to capture the participants’ responses to our surveys in each stage

of the study.
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For Stage 1, we recruited 24 participants from AMT. We collected basic participants’
demographic data and we asked the participants to indicate ownership of different
smart home technologies. None of the participants in this stage indicated ownership
of a smart thermostat. We exposed the participants to a 5-minute video describing
smart thermostats. We then asked the participants to share their opinion on the top
5 potential benefits and top 5 concerns associated with smart thermostats. Based on
the content analysis of the themes that emerged in Stage 1, we generated items that

reflect frequently mentioned perceived benefits and concerns.

In Stage 2, we recruited a new group of 150 participants from AMT. We collected
their basic demographic information and we exposed the participants to the same
video describing smart thermostats. We then asked the participants to indicate their
agreement or disagreement with the items that were generated in Stage 1. We used
7-point Likert scales anchored in “1 — Strongly agree” and “7 — Strongly disagree”.
We performed exploratory factor analysis using SPSS version 25 using oblimin
factor rotation to account for potential correlation among the emergent constructs.
In Stage 2, we inductively developed a list of latent constructs that captured the
themes that emerged from the analysis.

In Stage 3, we recruited a new group of 625 participants from AMT. We collected
their basic demographic information and we exposed the participants to the video
describing smart thermostats. We surveyed the participants on the constructs that
emerged in Stage 2. We measured their adoption intention using the established scale
from UTAUT2 (Venkatesh et al., 2012).

4 Results
4.1 Stage 1 — Perceived benefits and concerns elicitation

Based on the elicited perceived benefits and concerns, we developed a list of 68
items that reflect commonly stated perceived benefits and concerns. The items
included such statements as “A smart thermostat will help me save money on
electricity,” “A smart thermostat will make my home more modern,” and “A smart

thermostat can be hacked.”
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4.2 Stage 2 — Exploratory factor analysis

We conducted an exploratory factor analysis following the recommendations of
Treiblmaier & Filzmoser (2010). We performed principal axis factor analysis with
oblique rotation using SPSS version 25. We chose to use the oblique rotation to
allow for potential correlations among the latent constructs reflected in the
responses to individual survey items. We relied on two criteria to determine the
number of factors to retain. First, we examined the scree plot. Second, we performed
parallel analysis by comparing individual factor eigenvalues against a set of simulated
eigenvalues given the parameters in our study (Hayton, Allen, & Scarpello, 2004).
This approach has been shown to avoid potential under and over factor specification
in EFA.

The exploratory factor analysis is an established methodology for “identifying the
underlying dimensions of a domain of functioning” in management, marketing,
psychology, and information systems research (Fabrigar, Wegener, MacCallum, &
Strahan, 1999; Hutley, Scandura, Schriesheim, & Brannick, 1997; Mamonov &
Benbunan-Fich, 2017; Stewart, 1981). Following the recommendations of Fabrigar
et al., (1999), we examined the content of individual constructs to develop a
theoretical foundation for the latent factors that can affect the adoption of smart

thermostats.

Due to manuscript length constraits, we present a very abbreviated summary of the
exploratory factor analysis here. We found several well established factors
(performance expectancy, effort expectancy, information privacy and security
concerns and cost concerns), as well as more context-specific factors (installation,
fragility and compatibility concerns) in our analysis. We also uncovered a novel
factor that captures beliefs related to potential of smart thermostats to make the
users feel “technologically advanced” and “up to date” while also making the homes
feel more modern and futuristic. Such potential effects of technology have been
discussed in individual psychology literature that focused on what makes some
consumer products coo/ (Bruun, Raptis, Kjeldskov, & Skov, 2016; Culén & Gasparini,

2012). Following this stream of research, we term the factor fechno-coolness.
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Item analysis of the fechno-coolness factor suggests that it captures a complex set of
benefits that the technology users expect to derive through the product use. On the
one hand, adoption of the technology promises to transform the esthetic appearance
of one’s home by making it “more modern” and “technologically advanced”. On
the other, the potential adopters expect to derive personal image benefits (“A smart
thermostat in my home would make me feel like I was making the most out of newer
technology”) and experience joy while using it. The emergent complex structure of
techno-coolness is consistent with prior conceptions of cwo/ products that are
expected to serve a broad spectrum of individual goals, including self-presentation,

mastery, fun, and innovativeness (Culén & Gasparini, 2012).
Stage 3 — Confirmatory factor and nomological network analysis

In the third stage we recruited 625 new participants from AMT. Thirteen responses
were excluded because the participants failed to answer the attention control
questions correctly or there was evidence of a common response bias, leaving us

with a sample of 612 usable responses.

Following the recommendations of Gefen et al. (2011) on theory development, we
relied on PLS for data analysis using SmartPLS version 3 software. PLS analytical
method relies on iterative estimation of item loadings on the latent factors and the
correlations between the latent factors. Our presentation of the results follows the

latest recommendations on PLS reporting in Hair Jr et al. (2016).

In the first step of the analysis, we assessed the discriminant validity of the
measurement model. All items had loadings above 0.7 on the respective constructs
and below 0.5 on all other constructs indicating good discriminant validity. We are
not showing the item loadings here due to the manuscript length constraints. Next,
we evaluated measurement reliability. Cronbach’s alphas are above 0.87, rho values
are above 0.7 and composite reliability scores are above 0.85 for all scales in our
instrument indicating good measurement reliability. Average variance extracted
(AVE) is above 0.7 and the square root of AVE is higher than any inter-construct

correlation. Table 1 summarizes the reliability and discriminant analysis results.
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Table 1: Measurement reliability and discriminant validity analysis
CA | RH | CR | Al cC co EE PE 1C PC RC TC
Adoption Intention (AI) 097 | 097 | 097 0.96
Compatibility concerns (CC) 090 | 092 | 091 | -033 0.87
Cost concerns (CO) 093 | 098 | 093 | -0.31 0.36 0.89
Effort Expectancy (EE) 0.87 | 090 | 085 | -0.25 0.39 0.19 0.72
Performance expectancy (PE) | 097 | 097 | 097 043 | -0.19 | -020 | -0.12 0.94
Installation concerns (IC) 096 | 099 | 096 | -0.18 0.44 0.30 051 | -0.10 0.93
Privacy concerns (PC) 098 | 098 | 097 | 026 | 024 | 017 | 015 | 007 | 017 | 087
Reliability concerns (RC) 090 | 092 | 091 | 033 | 027 | 032 | 039 | 021 | 042 | 028 | 088
Techno-coolness (TC) 092 | 093 | 092 | 055 | 007 | 021 | 009 | 056 | 001 | -013 | -0.22 | 0.79

CA — Cronbach’s alpha, RH — tho, CR — composite reliability, average vatiance extracted (AVE) is shown in the
diagonal.

In the next step, we examined the relationships between the constructs that
represent different smart thermostat related perceived benefits/concerns and the
adoption intention by running the bootstrapping procedure. We found that
performance expectancy (8 = 0.14, p<0.05) and techno-coolness ( = 0.36, p<0.001) are
positively correlated with the adoption intention, whereas compatibility concerns (3 = -
0.17, p<0.01) and privacy concerns (B = -0.12, p<<0.05) are negatively correlated with
the adoption intention indicating that these factors have negative effects on the
adoption intention. Effort expectancy, installation concerns, reliability concerns and cost
concerns are not significantly correlated with the adoption intention. Among the
control variables, only income is statistically significantly negatively correlated with

the adoption intention (8 = -0.20, p<<0.01). The results are summarized in Figure 1.
5 Discussion

In this study, we sought to uncover salient user beliefs that can affect the adoption
of smart thermostats as an example of a commercially important smart home
technology. Through progressive steps of belief elicitation, exploratory and

confirmatory factor analysis, and nomological network analysis, we uncovered eight



33kD BLED ECONFERENCE

74
ENABLING TECHNOLOGY FOR A SUSTAINABLE SOCIETY

Performance
expectancy

Effort
expectancy

0.14*

Adoption U Gender

Techno- 0.36%+* - intention

coolness

R® =46.4%

oD0%*+ Education

.. .
@
o©

]

Privacy concerns 0175

Compatibility Installation

concerns

Reliability

Cost concerns

concerns concerns

Figure 1: Structural model analysis

salient factors that may affect smart thermostat adoption intention. Among the eight
factors, performance expectancy and privacy concerns are two well-known factors in
technology adoption research (Venkatesh, Thong, et al., 2016) We found that
performance expectancy and privacy concerns have countervailing effects on the smart
thermostat adoption intention, though these effects are relatively minor. Performance
expectancy’s effect size is 0.02 and privacy concerns’ etfect size is 0.024. We discovered
that a novel factor, which we termed #echno-coolness, has the largest effect size on the
smart thermostat adoption intention (f2 =0.164). We also found that compatibility
concerns had the second largest effect size of 0.036. While the users shared a number
of additional concerns during the elicitation stage of our study: ¢ffort expectancy,
installation concerns, reliability concerns, and cost concerns, these concerns did not have a
statistically significant effect on the adoption intention in our nomological network
when we surveyed a broader sample in stage 3 of our study. Overall, the factors in
our model explain 46.4% of variance in the adoption intention, suggesting that we

captured the core factors that influence the adoption intention in this context.

Our study makes a number of contributions to theory. First, we uncover zechno-
coolness as a novel construct that can significantly affect the adoption of innovative
technologies. Techno-coolness 1s a multi-dimensional construct. It captures the
technology capacity to 1) make the person feel more technologically savvy, 2) make

the person and/or the person’s environment “look good” and appeat more modern,
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and 3) be fun to use. The complex dimensionality of fechno-coolness likely emerges
from the complex motives that underlie the consideration of adopting innovative
smart home technologies. Studies on general product coolness suggest that coo/
products satisfy a complex set of individual goals that may include accomplishment,
connection with others, identification development and sensory experiences
(Holtzblatt, 2011). The complex dimensionality of fechno-coolness is also consistent
with prior attempts to develop general measures for coo/ consumer products that
noted that general coo/ness may be reflected in product attributes (original, fresh,
unique, distinct, hip), the subculture associated with the product use (unique and
different), and product utility (Sundar, Tamul, & Wu, 2014). At the same time, #echno-
coolness is cleatly distinct from general product coolness in that it captures the
association  between  technology  that is  being  perceived  as
innovative/modern/futuristic and the expected personal image and utility benefits
associated with the innovative technology use. Marketing research has noted that
some retro consumer products can be coo/ (Culén & Gasparini, 2012). It is unlikely

that older technology can be perceived as fechno-cool.

Our second theoretical contribution is the development of context-specific factors
that may affect smart thermostat adoption. In addition to #echno-coolness being the
most significant factor in our model, the second most important factor is compatibility
concerns. Compatibility concerns have been noted as an important consideration in
technology adoption in the past (Agarwal & Prasad, 1998; Cooper & Zmud, 1990),
but they are infrequently considered in the more recent research (Venkatesh, Thong,
et al., 2016). Successful smart thermostat adoption requires interoperability with the
existing heating and cooling systems. Our results reveal an important consideration

that likely affects many other smart home technologies.

Our study also has a number of implications for practice. First, the results of our
study suggest that functional benefits afforded by smart home technologies may not
be the key reason why people would consider buying them. Techno-coolness is the key
factor that affects the smart thermostat adoption intention in our study. Therefore,
consideration of Zechno-coolness has to be an essential step in smart home technology
development. If it is not #echno-cool, it may be not be adopted. The second insight for
practice emerges from the fact that our elicitation of concerns associated with smart
thermostat adoption produced a range of concerns including general effort

expectancy in learning how to operate the device, installation and reliability
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concerns, and concerns about the high cost of technology. Rather surprising, we
found that most of the concerns had no effect on the smart thermostat adoption
intention. These results suggest that even though users may voice many concerns in

product evaluation, these concerns may not affect their adoption intention.

Lastly, we should note that no research is without limitation and our study is not an
exception. While we sought to recruit a diverse group of participants for all stages
of our study, the AMT subject pool may not represent the larger population, and
further research would be required to confirm the applicability of the results in our
study within the broader population. Further, we limited the participation in our
study to only AMT subjects based in the United States. It is likely that the cultural
context will be an important factor on the consideration of smart home technology
adoption in different countries. Further research would be required to explore the

cultural factors that may play a role in smart home technology adoption.

References

Agarwal, R., & Prasad, J. (1998). The antecedents and consequents of user perceptions in information
technology adoption. Decision Support Systems, 22(1), 15-29.

Aldrich, F. K. (2003). Smart homes: past, present and future. In Inside the smart home (pp. 17-39).
Springer.

Arif, A., Al-Hussain, M., Al-Mutairi, N., Al-Ammar, E., Khan, Y., & Malik, N. (2013). Experimental
study and design of smart energy meter for the smart grid. In Renewable and Sustainable
Energy Conference IRSEC), 2013 International (pp. 515-520). IEEE.

Baird, A., Furukawa, M. F., & Raghu, T. S. (2012). Understanding Contingencies Associated with the
Early Adoption of Customer-Facing Web Portals. Journal of Management Information
Systems, 29(2), 293-324.

Brown, S. A., & Venkatesh, V. (2005). Model of adoption of technology in households: A baseline
model test and extension incorporating household life cycle. MIS Quarterly, 399—426.

Bruun, A., Raptis, D., Kjeldskov, J., & Skov, M. B. (2016). Measuring the coolness of interactive
products: The COOL questionnaire. Behaviour and Information Technology, 35(3), 233—249.

Buhrmester, M., Kwang, T., & Gosling, S. D. (2011). Amazon’s Mechanical Turk: A new source of
inexpensive, yet high-quality, data? Perspectives on Psychological Science, 6(1), 3-5.

Cooper, R. B, & Zmud, R. W. (1990). Information technology implementation research: a
technological diffusion approach. Management Science, 36(2), 123—139.

Coughlin, J. F., D’Ambrosio, L. A., Reimer, B., & Pratt, M. R. (2007). Older adult perceptions of smart
home technologies: implications for research, policy & market innovations in healthcare. In
Engineering in Medicine and Biology Society, 2007. EMBS 2007. 29th Annual International
Conference of the IEEE (pp. 1810-1815). IEEE.

Courtney, K. L. (2008). Privacy and senior willingness to adopt smart home information technology in
residential care facilities. Methods of Information in Medicine, 47(1), 76-81.

Culén, A. L., & Gasparini, A. A. (2012). Situated techno-cools: Factors that contribute to making
technology cool in a given context of use. PsychNology Journal, 10(2), 117-139.



8. Mamonov and M. Koufaris:

11’s Cooll Analysis of Factors That Influence Smart Thermostat Adoption Intention 7

Davis, F. (1989). Perceived usefulness, perceived ease of use, and user acceptance of information
technology. MIS Quarterly, 13(3), 319-340.

Demiris, G., Hensel, B. K., Skubic, M., & Rantz, M. (2008). Senior residents’ perceived need of and
preferences for “smart home” sensor technologies. International Journal of Technology
Assessment in Health Care, 24(1), 120-124.

Efthymiou, C., & Kalogridis, G. (2010). Smart grid privacy via anonymization of smart metering data.
In Smart Grid Communications (SmartGridComm), 2010 First IEEE International
Conference on (pp. 238-243). IEEE.

Fabrigar, L. R., Wegener, D. T., MacCallum, R. C., & Strahan, E. J. (1999). Evaluating the use of
exploratory factor analysis in psychological research. Psychological Methods, 4(3), 272.

Feild, H., Jones, R., & Miller, R. (2010). Logging the search self-efficacy of amazon mechanical turkers.
33rd Annual ACM SIGIR Conference, 27-30. Retrieved from
http:/ /www.cs.cmu.edu/afs/cs/Web/People/rosie/ papers/ feild20101ss.pdf

Fishbein, M. (1979). A theory of reasoned action: Some applications and implications. Nebraska
Symposium on Motivation, 27, 65-116.

Gefen, D., Rigdon, E. E., & Straub, D. (2011). An update and extension to SEM guidelines for
administrative and social science research. MIS Quarterly, 35(2), iii—xiv.

Hair Jr, J. F., Hult, G. T. M., Ringle, C., & Sarstedt, M. (2016). A primer on partial least squares
structural equation modeling (PLS-SEM). Sage Publications.

Hayton, J. C., Allen, D. G., & Scarpello, V. (2004). Factor retention decisions in exploratory factor
analysis: A tutorial on parallel analysis. Organizational Research Methods, 7(2), 191-205.

Holden, C. J., Dennie, T., & Hicks, A. D. (2013). Assessing the reliability of the M5-120 on Amazon’s
mechanical Turk. Computers in Human Behavior, 29(4), 1749—-1754.

Holtzblatt, K. (2011). What makes things cool?: intentional design for innovation. Interactions, 18(6),
40-47.

Hong, W., Chan, F. K. Y., Thong, J. Y. L., Chasalow, L. C., & Dhillon, G. (2013). A framework and
guidelines for context-specific theorizing in information systems research. Information
Systems Research, 25(1), 111-136.

Hurley, A. E., Scandura, T. a, Schriesheim, C. a, & Brannick, M. T. (1997). Exploratory and
confirmatory factor analysis: Guidelines, issues, and alternatives. Journal of Organizational
Behavior, 18(February), 667—683.

Kittur, A., Chi, E. H., & Suh, B. (2008). Crowdsourcing user studies with Mechanical Turk. Proceeding
of the Twenty-Sixth Annual CHI Conference on Human Factors in Computing Systems - CHI
’08, 453.

Liu, L., Stroulia, E., Nikolaidis, I., Miguel-Cruz, A., & Rincon, A. R. (2016). Smart homes and home
health monitoring technologies for older adults: A systematic review. International Journal of
Medical Informatics, 91, 44-59.

Lowry, P. B., D’Arcy, J., Hammer, B., & Moody, G. D. (2016). “Cargo Cult” science in traditional
organization and information systems survey research: A case for using nontraditional methods
of data collection, including Mechanical Turk and online panels. Journal of Strategic
Information Systems, 25(3), 232-240.

Mamonov, S., & Benbunan-Fich, R. (2017). Exploring factors affecting social e-commerce service
adoption: The case of Facebook Gifts. International Journal of Information Management,
37(6).

Markets and Markets. (2017). Smart Home Market by Product (Lighting Control, Security & Access
Control, HVAC, Entertainment & Other Control, Home Healthcare, Smart Kitchen, and
Home Appliances), Software & Service (Behavioral, Proactive), and Geography - Global
Forecast to 2023. Retrieved from  https://www.marketsandmarkets.com/Matket-
Reports/smart-homes-and-assisted-living-advanced-technologie-and-global-market-121.html

McKenna, E., Richardson, 1., & Thomson, M. (2012). Smatt meter data: Balancing consumer privacy
concerns with legitimate applications. Energy Policy, 41, 807-814.



33kD BLED ECONFERENCE

78
ENABLING TECHNOLOGY FOR A SUSTAINABLE SOCIETY

Park, E., Kim, S., Kim, Y. S., & Kwon, S. J. (2018). Smart home services as the next mainstream of the
ICT industry: determinants of the adoption of smart home services. Universal Access in the
Information Society, 17(1), 175-190.

Stewart, D. (1981). The application and misapplication of factor analysis in marketing research. Journal
of Marketing Research, XVIII(February).

Sundar, S. S., Tamul, D. J., & Wu, M. (2014). Capturing “cool”: Measures for assessing coolness of
technological products. International Journal of Human Computer Studies, 72(2), 169-180.
https://doi.org/10.1016/].ijhcs.2013.09.008

Treiblmaier, H., & Filzmoser, P. (2010). Exploratory factor analysis revisited: How robust methods
support the detection of hidden multivariate data structures in IS research. Information &
Management, 47(4), 197-207.

Venkatesh, V., Thong, J. Y. L., & Xu, X. (2016). Unified theory of acceptance and use of technology:
a synthesis and the road ahead.

Wang, X., McGill, T. J., & Klobas, J. E. (2018). I Want It Anyway: Consumer perceptions of smart
home devices. Journal of Computer Information Systems, 1-11.

Wilson, C., Hargreaves, T., & Hauxwell-Baldwin, R. (2017). Benefits and risks of smart home
technologies. Energy Policy, 103(December 2016), 72—83.

Yang, H., Lee, H., & Zo, H. (2017). User acceptance of smart home services: an extension of the theory
of planned behavior. Industrial Management & Data Systems, 117(1), 68—89.



REGTECH OPPORTUNITIES
IN THE PLATFORM-BASED BUSINESS SECTOR

ROGER CLARKE"?

! Xamax Consultancy Pty Ltd, Canberra; UNSW Law, Sydney, Australia, e-mail:
Roger.Clarke@xamax.com.au

2Research School of Computer Science, Australian National University, Canberra,
Australia, e-mail: Roger.Clarke@xamax.com.au

Abstract The notion of RegTech has emerged in recent years, but
its application appears to have been mostly limited to the use of
technology to assist with organisations' compliance with
regulatory requirements. A model is presented that encompasses
RegTech's full scope, embracing its capacity to address the needs
not only of regulatees, but also of regulators and the intended
beneficiaries of regulatory regimes. The model is then applied to
the recently-popularised platform-based business model, whose
mature form is evidenced by Uber and Airbnb. A range of
opportunities is identified for practitioners and researchers to
contribute to the application of information technologies in the

regulatory space.

FAY
-ﬁ- DOI https://doi.org/10.18690/978-961-286-362-3.6
ISBN 978-961-286-362-3

University of Maribor Press

Keywords:
regulation,
FinTech,
RegTech,
infrastructural
regulation,
uber.



33kD BLED ECONFERENCE

80 N , .
ENABLING TECHNOLOGY FOR A SUSTAINABLE SOCIETY

1 Introduction

The term 'RegTech' emerged in 2015 to refer to technologies supporting regulatory
processes. Reflecting its origins as a variant of FinTech, the main interest has initially
been within financial services corporations. It has also been viewed narrowly from
the perspective of those organisations, and hence the emphasis has mainly been on

compliance aspects.

The conference theme for the Bled eConference in 2020 is 'Enabling Technology
for a Sustainable Society'. Otganisations generally, but especially in the private
sector, have their focus on the short term. As a result, sustainability issues are
beyond their hotrizon. Sustainability is therefore dependent on interventions by
other parties, especially parliaments, policy agencies and regulatory agencies whose
function is to address externalities and protect public good interests. Researchers,
particularly those funded from the public purse, have an obligation to not just reflect
the interests of the for-profit corporations that drive economic progtess, but to also
conduct research that contributes to the sustainability of the economy, society and
the environment (Clarke & Davison 2020). For researchers into applications of IT,

that obligation translates into the need to consider RegTech's broader application.

This paper accordingly encompasses not only compliance applications but also
RegTech's potential to serve the interests of regulators, and of beneficiaries of
regulatory schemes. Previous work has developed a framework whereby IS
professionals and academics can properly understand regulatory regimes, can
identify opportunities for the development and deployment of RegTech, and can
conceive, design and deliver appropriate technological support to relevant
organisations. The purpose of this paper is to briefly present that framework and to
demonstrate its efficacy by applying it to one particular and very topical form of

business.

The platform-based business model has been much-discussed in recent years, and
the Airbnb and Uber approaches have generated particular excitement. The model
is a variant of the longstanding notion of 'marketspace’ (Rayport & Sviokla 1994,
Clarke 2001). I adopt here the approach of Taeuscher & Laudien (2018), who
propose four defining features of a platform-based digital marketplace (p.320):
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. digital marketplaces connect independent actors from the demand and
supply sides via a digital platform;

. these actors enter direct interactions with each other to initiate and fulfil
commercial transactions;

. the marketplace platform provides an institutional and regulatory frame
for transactions; and

. the platform does not substantially produce or trade goods or services
itself.

The large majority of the academic literature on platform-based corporations is
concerned with business strategy, business models, and the application and
exploitation of Internet, Web and mobile technologies to achieve the aims of that
corporation, subject to the constraints of adequately reflecting the interests of the
actors on the demand and supply sides. The focus here, however, is primarily on
the regulation of the behaviour of platform-based corporations, in order to satisfy
the interests of other parties. Those parties include not only platform users, but also
other entities that are affected by the platform's operations, industry sectors and
segments as represented by industry and consumer associations, government policy
agencies, and organisations that perform regulatory functions in relation to the

relevant marketplace.

This paper commences by reviewing RegTech's origins and nature. An assessment
is provided of the literature that has emerged during the first few years since the
term was coined. A framework is then presented for studying the field of regulation
and the opportunities for technology to support it. Characteristics of platform-
based business models are discussed, and the framework for RegTech research
applied to such models in order to identify opportunities and provide insights into

the framework's value.
2 RegTech

The term 'RegTech' appears to have been first published in a UK Government
report of March 2015 on financial technologies (UKGOS 2015), sometimes referred
to as 'the Blackett review'. The eatliest occurrence found using Google News is a
single, fleeting mention in an article on the UK Budget (Glick 2015). The earliest
mentions found by Google Scholar are Arner et al. (2015) and Treleaven (2015).
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The contraction derives directly from the use by software marketers of the term
'FinTech' to refer to technologies applied within the financial services sector,
particularly those that are perceived to be disruptive or potentially profitable. The
motivation for projection of the term RegTech was the desire for "regulatory
reporting and analytics infrastructure ... typically to improve efficiency and
transparency [in financial regulation]" (UKGOS 2015, pp.12, 47).

The RegTech notion was very quickly co-opted by the financial services industry
association, the Institute of International Finance, without attribution (IIF 2015).
IIF adopted a narrow definition of "the use of new technologies to solve regulatory
and compliance requitements [in the financial services sector] more effectively and
efficiently" (IIF 2016, p.2). A slightly different but also narrow approach was
adopted by the UK Financial Conduct Authority: "RegTech is a sub-set of FinTech
that focuses on technologies that may facilitate the delivery of regulatory
requirements more efficiently and effectively than existing capabilities" (FCA 2016,
p-3). Academic papers on the topic have generally adopted such definitions as their
starting-point (e.g. Arner et al. 2015, Daly & Butler 2018, Anagnostopoulos 2018,
Currie et al. 2018). In Butler & O’Brien (2019), it was reported that the UK's
financial regulators had developed a proof-of-concept tool for 'Digital Regulatory

Reporting', expressing laws and policies in machine-processable form.

It is only natural for the idea to loom large for financial services corporations. This
is because of the imposts arising from regulatory measures to safeguard against the
economic and social costs arising from the spectacular failure of softer regulatory
forms, resulting in financial crises (RBA 2014). In addition, the industry has borne
the brunt of frequently-changing interventions by legislatures and law enforcement
agencies under the pretence that organised crime, the drug trade, human trafficking,
terrorism and child pornography will all be magically defeated provided that the
public accepts that every financial transaction must be identified and monitored
(Zagaris 2004, Gilmore 2004).

RegTech providers naturally 'follow the money' and focus on large corporations that
have substantial obligations imposed on them by formal regulatory instruments, and
hence need to perform onerous compliance activities. The financial services
industry will inevitably remain an important focus. RegTech's potential scope is,

however, far wider than that. Other industry sectors are subject to formalised
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regulatory requirements, and many looser and less stringent business processes can

also benefit from technological support.

Regulatory arrangements are important wherever natural controls fail to curb
excesses. This paper contends that, particularly in view of the scale of contemporary
economies and societies, technologies need to be harnessed in support of activities
of all participants in regulatory processes. This paper conceptualises the central

concept in this paper as follows:

RegTech means technological applications in support of the activities of
regulators, of regulatees, and)/ or of entities that are intended to be

beneficiaries of regulatory activities

This paper works on the assumption that regulation is an applications area for I'T in
just the same way as are Enterprise Resource Planning (ERP), Customer
Relationship Management (CRM), eHealth and Geographical Information Systems
(GIS). As with any such applications area, both professionals and researchers
require some degree of technical expertise in the area in order to make well-informed
and meaningful contributions. The following section briefly identifies relevant
literature. That is then built upon by presenting a framework for the development

of research projects and programs in the area.
3 The Emergent RegTech Literature

The previous section noted the first uses of the term 'RegTech'in 2015. A series of
searches was conducted in order to detect the rate and nature of development of a
literature on the topic, commencing with the source that draws on the largest
catchment area, and moving on to collections with a narrower focus. A detailed
explanation of the search techniques that were applied is in the Annex to this article.

This section provides an outline of the searches, and a summary of the findings.
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The first round of searches had their focus on the term 'RegTech’. Despite the
steady growth in hits on Google Scholar, very few mentions were evident in the
Basket of 8 journals and the AIS eLibrary, and none at all in Bled Proceedings 2001-
19. The second round searched in the same venues for variants of the term
'regulation’.  This identified considerably more papers, although considerable
numbers were of limited relevance to the purposes of the study. The end result was
40 journal articles, of which 24 are in Basket of 8 journals, and 36 papers in IS-

cognate conferences.

A few systematic literature reviews exist (Cleven & Winter 2009, Akhigbe et al. 2015,
Hashmi et al. 2018). A number of research agendas have been presented (Coglianese
2004, Abdullah et al. 2010, Cousins & Varshney 2014, Akhigbe et al. 2017). Few of
the works are highly-cited, however. The largest Google citation-counts that were
identified were between 70 and 80 for Coglianese (2004) and Abdullah et al. (2010),
and about 40 for Duncombe & Heeks (2003).

Most of the published research has been specifically from the perspective of
regulatees, with the primary focus on compliance, and the limitation of damage to
regulatees' interests. Some papers are concerned with operational aspects of IS, in
particular the influence of regulatory measures on IT applications and their use
(Mlcakova & Whitley 2004). Others study regulatory regimes' impacts on system
design (El Kharbili 2012, Knackstedt et al. 2014), on business process management
(Schultz 2013, Fellman & Zasada 2014, Sadiq & Governatori 2015), and on shared
infrastructure (Reimers et al. 2015). Difficulties in achieving compliance were
considered in Smith et al. (2010) and Gozman & Currie (2014), while Clemons &
Madhani (2010) considered circumstances in which new business models overwhelm

existing regulatory mechanisms.

Regulation's strategic impacts were recognised even during the eatly years of
strategic IS research, although a great deal of the literature regards regulation almost
exclusively as a constraint rather than as an opportunity, with regulation referred to
as a 'hurdle', 'barrier’ or 'issue' confronting business. On the other hand, impacts of
regulatory regimes on strategic IS can be not only significant, but also positive or
enabling (Knackstedt et al. 2013). One example is where regulatory measures
provide comfort to the individuals and organisations that buy products and use

services. Further, to the extent that regulators take enforcement actions against
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corporations that fail to fulfil their compliance obligations, the negative impacts of
maverick competitors can be reduced, and the positive images associated with
mainstream providers can be enhanced. In addition, regulatory measutes can create
or strengthen barriers to entry by competitors (Klapper et al. 2006, Lane & Koronios
2001), and can increase barriers to exit by customers. Moreover, in some sectors,
regulatory arrangements can strongly influence and even dictate industry structures
and processes (Rukanova et al. 2009, Watson et al. 2010, Rai et al. 2015).

This study is less concerned with the mainstream of compliance by organisations
with regulatory requirements to which they are subject, and instead has its primary
focus on the interests of organisations that perform regulatory functions, and of the
intended beneficiatries of the regulatory measures, most commonly consumers and
small business. The literature search identified a modest number of papers that have
the design of regulatory measures as the central focus (Neo 1992, Clarke & Jenkins
1993, Williams 1994, 1996, Hosein & Whitley 2002, Knackstedt et al. 2013), while
some acknowledge that regulators have a perspective different from those of

regulatees (e.g. Gomber et al. 2018).

The search in the accumulated Bled corpus identified 11 papers that were relevant
to this focus. Of those, 6 examined public policy issues, and from the perspective of
the the public interest rather than that of corporations. The issues arose in the
contexts of spectrum management (Delaere & Ballon 2007), pharmaceutical
pedigree (Higgins et al. 2009), financial market surveillance (Alic et al. 2013, Alic
2015), drug counterfeiting (Kipp & Schellhammer 2019) and taxi services (Heikkila
& Heikkila 2019). A further 5 papers considered a range of regulatory mechanisms
(Polanski 2005, 2006, Clarke 2006, Burgemeestre et al. 2010, Smit et al. 2016).

Key conclusions from the survey of the literature are that the IS discipline has paid
only limited attention to regulation, that the large majority of such studies have been
compliance-oriented, but that some research is conducted with regulators and

beneficiaries in mind.

The author contends that considerably more opportunities are available to IS
practice and IS research, provided that a sufficient framework is established to
enable those opportunities to be addressed. IS professionals can make practical

contributions to the quality of regulatory regimes, as well as to the application of
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information technologies in support of compliance with those regimes. There are

of course also many implications for IS reseatch.
4 A Framework for RegTech Research

In previous work, the author has reported on the development and exposition of a
framework whereby IS professionals and academics can properly understand
regulatory regimes, can identify opportunities for the development and deployment
of RegTech, and can conceive, design and deliver appropriate technological support
to relevant organisations (Author 2018). This section provides a necessarily very
brief rendition of that framework. The following sections then demonstrate its value

as a means of considering how RegTech can be applied in a particular sector.

During the pre-theoretic phase in a new sub-field of IS, a research framework
provides structure to themes and issues, including descriptions of fundamental
concepts and processes (Wand & Weber 2002, Avgerou 2008, Newell & Marabelli
2015, Clarke 2019). The framework presented here comprises four models. The
first model draws on the literature to articulate the Nature and Purposes of a
regulatory regime. The model defines the function that regulation performs,
identifies the central players — distinguishing regulators, regulatees and beneficiaries,
and describes the relationships among them, the processes whereby regulation is
achieved, and the criteria whereby the appropriateness or otherwise of a regulatory

regime can be evaluated

The second model partitions the space, by distinguishing the Layers within which
regulatory measures are commonly conceived (Ayres & Braithwaite 1992, Drahos
2017, Drahos & Krygier 2017). The highest levels of Figure 1 depict the formal
alternatives, and beneath that are shown the self-governance alternatives, and two

forms of systemic governance.

Of particular significance for the analysis presented here, the second-lowest Layer is
infrastructural regulation'. Regulatory functions can be petformed by physical
artefacts, such as the mechanical steam governor. IT can be harnessed to the same
purpose. A highly-cited expression of this is "West Coast Code' (Lessig 1999, Hosein
et al. 2003). This involves features of the infrastructure supporting or reinforcing

positive aspects of the relevant socio-economic system, and precluding or inhibiting
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negative aspects. Those features may be byproducts of the artefact's design, or they
may be retro-fitted onto it, or architected into it. A simple example is the prevention
of a transaction being conducted until particular data has been entered and

authenticated.

The framework overviewed in this section is intended to support the analysis of
individual industry sectors and segments. The following section outlines a category
of industry sectors that have been attracting considerable attention, and that
represent an appropriate basis for testing the framework's suitability for its intended

purpose.

The third model articulates the categories of Players that act within the regulatory
space. The fourth model, Play, examines the dynamics within that space, as each of

those actors seeks to satisfy its own interests.

(7) Formal Regulation

(6) Meta- and Co-Reqgulation

Government Compliance

(4] Industry Sector Self-Regulation

{3) Organisational Self-Regulation

Self-Governance Safeguards, M tigation

(2) Infrastructural Regulation

(1) Natural Regulation

Systemic Governance Auto-Adjustment

Figure 1: A Hierarchy of Regulatory Mechanisms
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Figure 2 builds on the basic set of regulators, regulatees and beneficiaries, and
embodies a sufficiently deep model to support analysis of complex real-world

environments.

The third model articulates the categories of Players that act within the regulatory
space. The fourth model, Play, examines the dynamics within that space, as each of
those actors seeks to satisfy its own interests. Figure 2 builds on the basic set of
regulators, regulatees and beneficiaries, and embodies a sufficiently deep model to

support analysis of complex real-world environments.

The combined understanding of the regulatory space, layers, players and plays
enables not only policy-makers, but also IS executives, practitioners and academics,
to perform the 'sense-making' activities that necessarily precede the conception,
design, development and deployment of new IS, and the adaptation of existing IS.
The framework also provides the foundations for description, interpretation and
critical analysis of the comprehensiveness, etfectiveness and efficiency of a design,

and assessment of its likely impact.
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The framework overviewed in this section is intended to support the analysis of
individual industry sectors and segments. The following section outlines a category
of industry sectors that have been attracting considerable attention, and that
represent an appropriate basis for testing the framework's suitability for its intended

purpose.
5 The Platform-Based Business Sector

A definition of platform-based digital marketplaces was provided in the Introduction
to this paper, based on Taeuscher & Kaudion (2018). A regulatory agency recently
offered a simplified description of digital platforms as "applications that serve
multiple groups of users at once, providing value to each group based on the
presence of other users" (ACCC 2019, p.41). Platform-based corporations
consolidate suppliers into a managed collective, and provide them with means of
being matched with customers. Exemplars of such sharing or crowdsourcing
platforms that have attracted particular attention in recent years include eBay (since
1995), booking.com (1996), Expedia (1996), Tripadvisor (2000), Mechanical Turk
(2005), YouTube (2005), Airbnb (2008), Freelancer.com (2009), Pinterest (2009) and
Uber (2009). Claims ate made by and for such platforms that they provide
information infrastructure to enable more efficient matching of supplier capabilities

with customer needs and more efficient use of assets and labour to deliver services.

The emergence and proliferation of the platform model has excited a great deal of
enthusiasm in the formal and informal business media (Kavadias et al. 2016, Smith
2016, Uenlue 2017a, Kumara et al. 2018, Teece 2018). Common themes are
inefficiencies arising from longstanding regulatory arrangements, and the benefits of
de-regulation (Cannon & Summers 2014, Geradin 2015, Wallsten 2015, Kaplan &
Nadler 2015). A sub-set of the conversation is concerned with the adaptation of
regulatory schemes. In some jurisdictions, regulatory schemes have collapsed and
negative impacts of unregulated markets have been felt, resulting in a focus on re-
regulation (Ballon & Van Heesvelde 2011, Rauch & Schleicher 2015, Wyman 2017,
Heikkild & Heikkild 2019).
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The emergence and proliferation of the platform model has excited a great deal of
enthusiasm in the formal and informal business media (Kavadias et al. 2016, Smith
2016, Uenlue 2017a, Kumara et al. 2018, Teece 2018). Common themes are
inefficiencies arising from longstanding regulatory arrangements, and the benefits of
de-regulation (Cannon & Summers 2014, Geradin 2015, Wallsten 2015, Kaplan &
Nadler 2015). A sub-set of the conversation is concerned with the adaptation of
regulatory schemes. In some jurisdictions, regulatory schemes have collapsed and
negative impacts of unregulated markets have been felt, resulting in a focus on re-
regulation (Ballon & Van Heesvelde 2011, Rauch & Schleicher 2015, Wyman 2017,
Heikkild & Heikkild 2019).

New platforms typically launch by harnessing new entrants, e.g. consumers with
used assets to sell (e.g. eBay), home-owners with spare space that in the past has not
been systematically let out for use by other people (Airbnb), and car-owners who
have not previously offered fee-for-service car-rides (Uber). Many such schemes
have taken advantage of loopholes in existing regulatory schemes to under-cut the
prices in existing, regulated markets and thereby gain a meaningful market-share.
This can achieve the ratchetting down of the regulatory regime, and may also enable
the recruitment of existing suppliers into the scheme. In time, a re-concentration of
market power may occur, accruing to the platform-based company, and this may in
turn enable price-increases. Stock market valuations suggest a belief among
investors that operations that initially make very large losses are likely to later achieve

supet-profits from the monopoly power that they develop.

Alternatively, a parliament or a regulator may assert its authority. This is likely to
force the disruptor to comply with the law and significantly adapt its business model,
thereby reducing its cost-advantage. It may even preclude the corporation from
operating in that jurisdiction unless it establishes a local subsidiary that adopts a

materially different business model.

Responses by regulators in some sectors have been very slow and piecemeal, whereas
others have moved more decisively. An Australian regulatory policy agency has
recently examined digital content platforms, in particular Google Search, Facebook,
YouTube and Instagram, with a focus on their impacts on news reporting and
journalism (ACCC 2019). It found that the fundamentally different approach taken
by digital content platforms is enabling them to avoid a range of existing regulatory
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measures, and that this has created serious threats to transparency, to competitive
markets in digital content and in advertising, to the economic viability of news
reporting, and to consumers' intetests. Its Report recommended many adaptations

to the regulatory regime for digital content.

The following section draws on and applies the concepts and insights provided by
the framework for RegTech research outlined earlier, in order to identify
contributions that can be made by technology, and by the IS profession and
discipline, to the regulatory processes involved in the platform-based business

sectof.
6 RegTech Opportunities in the Platform-Based Business Sector

The Framework for RegTech Research introduced earlier was originally articulated
to enable the analysis of sectors that have established a degree of maturity and
stability. However, it can also assist in analysing circumstances in which disruption
is occurring. It provides a basis for mapping the existing regulatory context that the
disruptor is challenging. It can assist in reviews of the hierarchy of regulatory
mechanisms, with a view to strengthening enforcement of existing requirements, or
to easing the regulatory burden while still achieving the purposes for which what are
now seen as unduly onerous requirements were imposed. Further, it can assist in
identifying areas of particular inefficiency or disadvantage, which may represent an

opportunity for de-regulation or rationalisation.

This section applies the Framework to the new platform-based entrants disrupting
existing industry sectors, as outlined in the previous section. It commences by
considering platforms in the abstract, then examines the regulatory implications of

Ubet's operations.
6.1 Generic RegTech Opportunities

Many of the generic measures identified in the Annexes to Author (2018) have
application to the platform-based approach. In all of the upper five layers of Figure
1, system features need to support formal and self-regulatory mechanisms. When
incidents are reported, and complaints are made, management systems are needed,

to ensure that each case is logged, tracked and managed, and the findings are used
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to stimulate action. Statistical reporting, on operations generally, on exceptions, on
incidents and on complaints, needs to go beyond support for operational
management to enable the organisation to achieve compliance, demonstrate to
regulators that it has been achieved, and hence avoid the additional costs of
unnecessary interruptions to the business management focus of managers and

executives.

Regulators of platform-operators need case management systems for own-motion
investigations and the handling of individual complaints. Some need information
systems to manage registration or licensing. RegTech can also serve needs of
beneficiaries of regulation, although in many cases an intermediary, representative
or advocacy organisation may need to act as a proxy for their interests. Laws,
policies, codes and undertakings need to be accessible and searchable. Guidance is
needed in relation to particular patterns of corporate behaviour and the extent to
which they are and are not reasonable, and are and are not compliant with laws,
policies, codes and undertakings. Complaint preparation needs to be supported by
guidance notes, templates and/or document-generators. Individual complaints, but
particularly representative complaints on behalf of all or a class of individuals, need
support, e.g. correspondence generation and filing, and reminders of deadlines for

responses.

Infrastructural regulation has attracted remarkably little attention in many industry
sectors and segments. Many regulatory schemes are of long standing, and their
design reflects much less sophisticated computing, data management and data
communication technologies than are now available. Yet researchers appear to have
overlooked the scope for IT to make greater contributions. For example, published
research agendas for digital platforms (e.g. de Reuver et al. 2018, Constantinides
2018) make only limited mention of regulation, and almost none of infrastructural
regulation. Even a book concerned with public values overlooks the possibility (van
Dijck et al. 2018).

An important exception is Boudreau & Hagiu (2009). The focus of those authors is
on the platform-operator regulating its contributors and users for the good of itself,
not with the regulation of the market segment as a whole for the benefit of external

beneficiaries. However, there are likely to be ways in which the self-interest of the
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platform-operator coincides with the interests of other parties, giving rise to at least

some incidental public benefits.

The Annexes to Author (2018) catalogue generic infrastructural measures that have
application to the platform-based approach. Regulatees need data and process
integrity controls, access controls, audit trailing, and automated monitoring of audit
trails, all embedded within their operational systems. Platform-operators also require
exception-detection mechanisms embedded within their systems, to provide
themselves with the opportunity to address individual problems and systemic issues,
and to do so before they give rise to harm to regulatory beneficiaries and come to
the attention of regulators. Automation of statistical reporting to the corporation's
executives ensures forewarning of compliance issues that need addressing, such that

anticipatory action can be taken in advance of queries from regulators.

Regulators, meanwhile, can be most effectively supported by automated statistical
reporting directly from regulatees' systems, and auto-notification of exceptional
individual cases. Direct access to databases in regulatees' systems exists in some
financial services contexts. Operational features can be embedded in regulatees'
systems that are for the benefit of the regulator rather than the regulatee, such as the
prevention of transactions where mandatory conditions are not fulfilled. Examples
arise particularly in the context of share trading platforms. Scope also exists for
infrastructural features for regulatory beneficiaries, such as auto-reporting to
individuals when access to their personal data occurs. This approach is already
common when individuals' passwords are changed, or an access occurs from a new

IP-address, but it has also seen application in some healthcare contexts.
6.2 A Test-Case: The Uber Platform

The particular platform that has attracted most attention, by consultants and
academics alike, is the Uber 'ride-sharing' platform, which has had major impacts in
many economies. In addition to its own significance, Uber has stimulated a range
of look-alike disruptors in ride-services markets. Many of these are additional or
alternative new entrants in the market for taxi-fares, or a substitute for taxis (e.g.
Lyft, Bolt, Didi, Ola). In some cases, however, they have instead displaced use of
public transport, bicycle-riding and walking. Other Uber-like start-ups have been in
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the motor-cycle and motor-vehicle courier markets (e.g. Foodora, Sherpa,

Zoom?2U), and in the heavy goods vehicle atena (e.g. Flexport, Convoy, Saloodo).

On the supply side of the Uber platform, drivers are attracted by ready access to
work, no need to have any knowledge of local geography, flexible hours, the ease
and speed of joining up, and the limited need for business management. On the
demand side, Ubet's value proposition comprises easier ordering, shorter delay
before pickup, cheaper trips, and no-effort payment. For a comprehensive review
of Ubet's business model, see Uenlue (2018).

Perceptions of Ubet's impact vary, because of enormous differences in contexts
across the company's areas of operation (Carson 2018). In the authot's regional city,
for example, taxis continue to dominate weekdays, but are challenged by Uber in the
evenings and on weekends. This appears to be in part 'cherry-picking' behaviour,
servicing only the periods offering lower idle-time factors and higher prices (termed
'surge’ by Uber). In the process, this adds capacity when it is most needed.
Anecdotally, another key factor is that most Uber drivers in the city in question use
it only as a second income, and have a full-time weekday job. One study suggests
that whereas large cities may have seen Uber and its imitators take as much as half
of what was previously the taxi-market, the market-share achieved in smaller cities
and large towns appears to be far lower, and the impact in regional and rural areas
very limited IPART 2019).

Uber is a particularly appropriate choice as a case study on RegTech opportunities,
because its culture generally is somewhat extreme (Jordan 2017), and prominent
within that culture is its wilful distegard for existing regulatory regimes. The
range of regulatory non-compliance Uber has been accused of is very wide (Henley
2017, DWO 2018). More than half of the issues arise from the nature of the
business. A major category is operation without the necessary business licences and
not meeting the standards to qualify for one - such as driver qualifications and local
knowledge, worker protections and a sufficiently broad area of service. In some
jurisdictions, Uber has been associated with an elevated incidence of driver offences
such as indecent assault. Another cluster involves breaches of competition law
(price-fixing, collusion, misleading practices), and of tax law. Breaches of labour
laws have also been common (wrongfully denying employee entitlements and rights,

using the pretence that they are independent contractors). Many platform-based
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corporations have ushered back in the much-maligned 'piecework’ mode of
remuneration for labour, with substantial reductions in workers' income
camouflaged by the enthusiastic use of terms such as 'gig economy' and
'crowdsourcing' (Kaine et al. 2017, Akhtar 2019).

Even where acting entirely legally, Uber and other ride-sharing platforms can have
material impacts that require adaptation by regulators. For example, there is
evidence that Uber is exacerbating traffic congestion in many cities, leading to
adjustments to congestion fee regulations in order to achieve a reduction in traffic
and recover displaced use of public transport (Bond 2019, Giordano 2019). In
Heikkild & Heikkild (2019), the scope is investigated for applying the commons
governance principles of Ostrom (1990).

The model of regulatory players in Figure 2 is readily applicable to the specifics of
Uber. As the diagram indicates, multiple regulatory schemes and policy agencies are
relevant. A particular challenge that arises from Uber's operation in multiple
countries is the diversity of approach, structure and processes among Regulators. In
the most comprehensive analysis seen to date of the regulatory aspects of the Uber-
driven taxi market, Wyman (2017) identified the "pillars of taxi regulation" as entry,
fares, consumer safety, worker protections and universal service requirements
(pp-31-74). In some analyses, the Beneficiaries are customers, while in others they
are Uber's drivers, and on occasions the jurisdiction's revenue-collection function is
in focus. A category of Consultants of particular relevance in Ubet's case is what

Uenlen refers to as 'lobbyists', whose role is to hold off regulatory enforcement.

Several further insights arise that suggest refinements to the current players model.
A key issue in the Uber context is that drivers are regulatees (in relation to their
competencies, their responsibility for their vehicle, and their behaviour in relation to
customers), but also beneficiaries of regulation (in relation to their working
conditions and remuneration). This highlights the need for the model to depict
'Beneficiary' as a plural rather than a singular entity, so as to encompass both
passengers and drivers. There is also a need to support different segments within
heterogeneous populations, differentiating, for example, business customers from
consumers, controlled markets such as for school transport, and urban, suburban,
regional and remote locations (Heikkild & Heikkild 2019). An important segment is

customers in wheel-chairs, who may be impacted quite differently from ambulant
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ride-seekers. Similarly, on the supply side, drivers fully-dependent on ride-sharing
for their livelihood have somewhat different interests from part-time, second-

income drivers.

Another challenge is the need for some 'Business Partners' to be factored into
analyses. Of particular importance are technology providers that deliver custom-
built or customised tools for collecting and managing data, matching demand and
supply, providing convenience and ease-of-use, and satisfying customers' and
drivers' hedonic needs. Motor vehicle providers may also become significant, to the
extent that they deliver, or trial, Uber-favouring features such as embedded vehicle-
tracking, automated navigation, and drivetless operation. Ubet's partners may of
course intersect with the 'RegTech Providers' that are already included in the model

— resulting variously in cross-leveraging and compromise.

The framework, particularly if subjected to some modest adaptations, therefore
provides a strong basis for describing the concepts and processes underlying
platform-based business sectors. How well does it deliver against its second
purpose, the identification of opportunities for the development and deployment of
RegTech in a specific context such as Uber and similar ride-sharing services?

The previous section identified a range of generic opportunities. Most of those ideas
are applicable to the specific case of Uber, but both qualifications and adaptations
are necessary. At the formal regulatory and self-regulatory levels, statistical reporting
and analysis loom large for Uber. It generates a vast treasure-trove of data, not only
from the high volume of transactions, but also from its embedded and extensive
tracking of both drivers and customers. Apart from supporting strategic decision-
making, the analysis of this data supports Uber's ongoing battles with regulators. In
part, this battle is engaged indirectly, by addressing the media, the public, policy
agencies and patliamentarians. The company's focus is less on compliance and more
on demonstrating that the game has changed, that it has changed for the better, and
that (preferably) selective de-regulation or (at worst) re-regulation is needed. This
can be achieved through anecdotes, supported by data, that convey the image of the

platform business model delivering public value.
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A key example of this is supply-side elasticity during peak demand periods. The
conservatism long evident in most jurisdictions has resulted in no more taxis being
available during high-demand periods than at other times, e.g. few jurisdictions issue
peak-hour-only taxi-permits. This is reinforced by the rusted-on norm of a fixed
tariff — in many cases with higher overnight rates, which is the inverse of the
rationalist economic recommendation to use upward price-flexibility to stimulate
supply. (Even conservative government public transport services use time-of-day-
dependent tariffs in order to shift some of the demand to off-peak periods). Uber's
data on ride-availability during 'surge pricing' periods is capable of demonstrating
the efficacy of price-flexibility in varying supply and thereby satisfying customer
needs. This goes well beyond predictable morning and evening CBD demand, to
include sporting and entertainment event peaks and (perhaps less convincingly) wet

weather peaks.

Given the central role that I'T plays in the Uber platform, there is a heavy emphasis
on infrastructural regulation. For Uber to continue to hold regulators at bay,
ongoing public goodwill is vital, and hence the media needs to carry feel-good
stories, to not discover newsworthy bad news, and most of all to not have the
opportunity to snowball bad news stories. This depends on eatly problem
identification, and early action to pre-empt negative reports. That in turns requires
automated exception and incident reporting, and an incident management system
that nags those responsible for managing issues, all deeply embedded in the

corporation's operational systems.

Regulatory purposes can also be served. In order to bolster the argument that
existing regulatory regimes are appropriate, quality reporting processes are needed
on service-quality, driver-performance and safety-incident reports, supported by
apps in the same way that ride-requesting is supported - and even by the same apps.
The resulting data can be funnelled through services not controlled by the platform,
such that Uber cannot massage the results. Similarly, direct transaction-feeds to
regulators can be built into such systems to enable monitoring of key factors such
as resource-utilisation, load-patterns, pollution-generation, and revenue-flows to

individual drivers.
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There is limited evidence of such discussions in the literature, although Wyman
(2017) gives consideration to the contributions that could be made by RegTech:
"Technology might be harnessed to address concerns that formally removing the
existing legal limits on the number of street-hailed taxis might lead to oversupply in
certain geographic areas. ... [V]ariable congestion charges might be used ..., and the
app provider might be charged with collecting the congestion charge on behalf of
the governmental authority" (p.39).

Similar approaches can be applied to the many other instances of platform-based
markets. However, the opportunities may not always be apparent to regulators. For
example, in the Short-term Holiday Letting (STHL) market segment, driven by the
Airbnb model (Uenlue 2017b), a review of options for reconsidering the role of
regulation (NSW 2017) was limited to formal laws and self-regulation, and
completely overlooked the possibility of using information technology as a tool

within the mix.

This case study provides evidence in support of the contentions that RegTech
creates many opportunities for IS practitioners and researchers, and that the
Framework for RegTech Research outlined in this paper enables their discovery and
supports their articulation.

7 Conclusions

This paper has outlined a Framework for RegTech Research. It has also considered
the usefulness of that Framework in understanding regulatory layers, players and
play, and in identifying opportunities for applications of IT to regulatory matters.
The particular context on which the Framework's usefulness was demonstrated is

the currently very topical field of platform-based businesses.

An examination of the existing literature concluded that, to the limited extent that
regulatory applications and RegTech have been addressed, the interests of regulatees
dominate research discussions and research design. A great deal of the literature is
concerned with organisations achieving compliance as efficiently as practicable

(where the regulator is strong) or achieving the appearance of compliance (where it
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is not). Even in this mainstream area, the Framework assists in unearthing additional

research opportunities.

Although this study generated many suggestions in relation to compliance by
corporations with regulatory requirements, the paper's most significant
contributions lie elsewhere. Consistently with the conference theme of 'Enabling
Technology for a Sustainable Society', the main focus has been on IT applications
and features that support regulators, or serve the interests of the intended
beneficiaries of regulation — most commonly individuals and small business, but in

some contexts the physical environment.

The interests of regulators and of the beneficiaries of regulation are cutrrently not
well served by research. The Framework creates the scope for a great many projects
and programs that contribute to the greater good rather than just to the interests of
particular corporations. Opportunities exist for IS theorists and professionals to
study aspects of the platform approach beyond business models, extending to
strategic impact, and to public policy. Researchers can make contributions to
rational debate in disrupted markets. Professionals can design and prototype IS and
IS features that implement or support desired safeguards and controls, and that do

so not only effectively, but also efficiently, flexibly and adaptively.

Annex

Details of the Literature Search:
http:/ /rogerclarke.com/EC/Bled-RTFB-Annex.pdf
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1 Introduction: the need of pushing smart rural areas

A country's society does not digitalize on its own, and certainly not equally among
different geographical structures. According to an annual study on the digital society
in Germany conducted by the Initiative D21, around 15% of the population still
does not use the internet (Allianz pro Schiene e.V., 2019). Further, regional
diversities become clear: metropolitans (500,000 inhabitants and more) use digital
applications more frequently and competently than the rural population (up to
20,000 citizens in a municipality) and are more open to technological change.
(Initiative D21 e.V., 2019) This attitude is not necessarily inherent, but can be
attributed to different structural conditions: Despite well-intended governmental
support for broadband expansion (Bundesministerium fiir Verkehr und digitale
Infrastruktur, 2019), rural areas are at a disadvantage, which is reflected in lower
transmission speeds and poorer mobile phone coverage, particularly in border
regions (Bundesamt fir Kartographie und Geodisie, 2016). This makes it more
difficult to implement digital innovations with higher transmission requirements, but

must not lead to rural areas being disadvantaged and consequently left behind.

Despite trends such as urbanization and rural exodus, the following conditions
illustrate the significance of rural areas for Germany with its 83.1 million inhabitants:
(Statistisches Bundesamt, 2020) rural areas represent mote than 90% of Germany's
territory, but are the habitat for less than 60% of its citizens, which illustrates the
increasing overload in big cities like Munich. Digitalization can play a significant role
to stop rural exodus, if it is not used in urban areas only but if it also serves rural
areas to meet the challenges there. Aside from "Smart Cities", society needs "Smart

Villages", too.

This paper aims at sharing information gained from the living labs in the project
"Digitales Dotf Bayern"! (digital village Bavaria). The objective of the research is to
determine which digital solutions can be used to make living conditions in rural areas
more attractive. In this context, the living labs are municipalities participating in the
funding project, which offer space and use cases for field tests for digitalization
measures in rural areas. For this purpose, an overview of digitalization and rural areas

including their challenges builds the theoretical basis. This is followed by a short

! cf. Funded by Bavarian Ministry of Economic Affairs, Regional Development and Energy.
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description of the pilot project "Digitales Dorf" and a view onto a successful and
sustainable digitalization trespective transformation process in rural areas. In
addition, it is shown how demand-oriented digitalization in rural areas can work in

practice and which benefits these "living labs" bring.
2 Methodical Approach

An intensive dialogue with citizens and the monitoring and support of the
communities in the digital transformation are essential elements of the project
realization in the pilot regions. Together with the citizens, practical digital everyday
helpers are to be developed and tested. Dialogues with citizens and inventories of
the initial situation in the communities are being carried out continuously across
various topics. The evaluation aims to gain a general overview of the current use of
digital offers and citizen services in the municipalities. The experience and
requirements gathered will be taken into account for the development of a
digitalization concept and will also be included in the solutions. Implemented
measures are repeatedly re-evaluated. The experience gained in this project describes
the process and can be used as a guideline for future digitalization projects. For the
pilot regions this should result in a boost of the digital offerings in the communities.

3 Digitalization in rural areas
31 The term "rural area"

Even if a common, approved definition of rural areas in politics, science and society
is still missing (Maier, 2008), various quantitative and qualitative criteria or
characteristics apply (Magel, 2007). Rural areas define as village and small town
structures with low building and population density. The townscape is shaped by
agriculture and forestry as the economic sector. Rural areas are pootly accessible and
tend to have inadequate infrastructure and supply facilities. In addition, rural areas
suffer from low job density with resulting negative commuter balance. Citizens are
more likely to have closer and more manageable interpersonal relationships. The

rural landscape is characterized by natural and semi-natural elements.
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Thresholds for the metric indicators that would clearly describe rural areas are
missing. At least the criteria allow a categorization and thus a comparison. Initiative
D21, on the other hand, uses the number of inhabitants below 20,000 in a
municipality as the ctitetion for "land" (Initiative D21 e.V., 2019). This applies to
96% of municipalities in Bavaria. (Deutscher Stiddtetag, 2019) Also in practice, it
proves difficult to define "the one" rural area. Instead, there are many different types

of rural areas with special potentials and challenges. (Wiechman & Terfriichte, 2017)
3.2 The digital challenges faced by rural areas in Bavaria

The terms digitization and digitalization are often mixed up in their meaning.
Digitization is the transformation of an analog process into the digital form of zeros
and ones (Gartner, 2020a), and therefore a subtopic of digitalization. The latter is

well described in Gartnet's glossary:

"Digitalization is the use of digital technologies to change a business model
and provide new revenue and value-producing opportunities; it is the process

of moving to a digital business." (Gartner, 2020b)

Despite the fact that rural areas have many benefits such as a high sense of
belonging, a healthy environment and lower rent or land costs (Maier, 2008), it still
suffers from disadvantages: The lack of medical specialists (Bertelsmann Stiftung,
2015), accessible mobility (Allianz pro Schiene e.V., 2019) and modern equipment
in schools (Deutscher Bundestag, 2018), for example, does not measutre up to the
offerings in the cities. Citizens therefore face long travel distances to everyday
services, which come along with limited mobility offerings (Stentzel, U., Piegsa, J.,
Fredrich, D., Hoffmann, W., & van den Berg, N., 2016). The economic structural
weakness leads to a high number of commuters leaving rural areas to get
opportunities in job offerings in urban areas. (IHK Niederbayern, 2017) For the
local companies in rural areas, this means that skilled labor potential is lost, which
further aggravates the already tense situation. In the long term, this closes the circle
of migration from the countryside into the cities and their agglomerations (rural
exodus). In contrast to the modernized urban infrastructures, as well as better hard-
and software conditions that already exist in the cities, a technological modernization
of the systems in rural authorities and a change of mindset is largely necessary to

support the adjustment from conventional processes to a digital everyday life. In
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contrast to cities, digitalization is rarely present in the everyday life of citizens. The
rural aging of society means that the proportion of citizens actively participating in
digital life is low (Currie and Philip, 2019). The lack of urge to try out new things,
partly due to the very traditional social structure, makes the introduction of new
technologies considerably more difficult in rural areas than in cities. Statistics from
the IW-Report 2019 (Burstedde & Werner, 2019) show that the proportion of
academics in rural areas is very low, which suggests that, from a professional point
of view, there is very little knowledge of modern technologies. The scope of
challenges of digitalization often differs between rural, peripheral localities and
urban areas. The term "digital divide" or "digital gap" refers to the fact that different
access to information and communication technology causes kind of a gap between
demographic regions. (Steele, 2019) However, one should treat this term and
corresponding statement with caution: Not all rural communities likewise need the
same fundamental preparation in digitalization. The term "gap" should also not
suggest that city residents are all digital experts in contrast to the rural dwellers.
Namely, digitalization and its usage are more distributed in cities because of better
conditions like network access and (public) infrastructure. (Bundesamt fiir
Kartographie und Geodisie, 2016) Nevertheless, there are also city residents that
have no or few touchpoints with digitalization, and there are simultaneously rural

citizens, which are more technology-oriented.
4 The project "Digitales Dorf Bayern"
4.1 Overview: context and aim of the project "Digitales Dorf Bayern"

Under the leadership of the Bavarian State Ministry of Economic Affairs, Regional
Development and Energy (StMWi), the project "Digitales Dotf Bayern" deals with
the consistent mastering of given problems with the help of modern communication
and information technologies as the key to sustainable rural areas and social life. The
aim of the "Digitales Dotf Bayern" project is therefore to work together with local
citizens to find adequate solutions for even better living together in the community,
with transferability to other municipalities with little effort and without in-depth
expertise. (StMWi, 2019) The project takes - under consideration of comparable
initiatives - the digital potentials and developments of the last years as an opportunity
to test new technologies and, if necessary, to use and evaluate already existing

solutions in the communities, if available. Selected scientific institutions support the
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pilot areas. The Deggendorf Institute of Technology (DIT) is responsible for three
pilot villages respective regions in Southern Bavaria. If one considers the specific
context in this work, digitalization has to be understood as kind of a digital
revolution caused by the implementation and increasing use of the internet, digital
technologies and devices in public life, business and private everyday life. The digital
revolution has therefore different dimensions: a social, a political, an economical, a
technical and an ethical. For the project "Digitales Dotf Bayern" the focus is on the
social one, since research concentrates on the interaction between digital
technologies and citizens trespective their participation. In the presented paper,

digitalization in rural areas is therefore specified as follows:

Digitalization is the use of digital technologies to improve municipal services
of general interest and social interaction. It affects primarily the social
dimension in the process of implementing and using digital technologies and
services, and learning how to deal with it. Its aim is to improve social
interaction and everyday life for citizens in challenging rural areas. Indeed,
rural areas cannot be compared to each other since they suffer from different
structural problems and they all have a different initial situation regarding their

digitalization knowledge.

This derived definition aims to help understanding the actual hurdles in rural areas
in order to be able to use digital measures in a more tailored and targeted way. A
special requirement is the transferability from one municipality to another. The
definition has emerged from the general conditions of the living labs. It has turned
out that it can be used as a guiding principle in all communities participating in the
project so far. The difference to the approaches in smart cities is particularly clear,

as digital solutions in urban areas are mostly alike due to structural similarities.
4.2 The two keystones of the living labs

Two aspects illustrate the successful approach in the project "Digitales Dorf
Bayern": the holistic approach and the living lab-approach. Holistic in this context
means finding digital solutions for all areas or spheres of life. This is important
because real and sustainable benefit for the citizens is only created if the developed
solutions are connected in order to provide a fully comprehensive service.
Therefore, during setup of the project by government, the decision was pending

which topics in everyday life should be considered. Being aware of the fact regarding
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the generated added value through linking the spheres of life, various fields of action
were examined for potential to catch up and for digitalization options to achieve
improvements for citizens in rural areas. Figure 1 shows the selected spheres of life
in the project "Digitales Dotf Bayern", all digitalization activities in the pilot villages
and their state of development. Digitalization alone cannot solve all problems:
Analogue togetherness is still essential for a healthy, functioning society. Further, all
developed solutions are already today easily and digitally accessible with one account
for the citizens via the so-called Daboam 4.0® platform, distributed as a web-
application and several mobile apps. The project strives to develop solutions
according to the citizens' needs. This is done through the bottom-up approach, in
which concepts are developed and mutually created in direct dialogue with the
citizens. This is important, because many digital innovations suffer from a significant
problem, if they are oriented exclusively to the technical possibilities. The following

section emphasizes the living lab-approach when explaining the project's roadmap.
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Figure 1: Defined topics aka spheres of life in the living labs
source: own illustration
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4.3 Approaches of the living lab "Digitales Dotf Bayern"

In the following, the process steps for developing and implementing digitalization
measures presented in Figure 2 will be described on the basis of the experiences
from the three pilot villages. Positive evaluated methods are equally reflected.

One should distinguish between two roadmaps, the "macroeconomic” one, which
aims to transfer the living lab tests and results, and the "microeconomic" one, how

the projects are successfully and sustainably implemented within a pilot village.

Project
JDigitales Dorf”
Process

Who is involved? What are the needs?

1
Involve
Stakeholders

Preselection Information Establishment of Gathering
of topies Sensitization working groups. ot
Enabling requirements

Commitment Bottom up Evaluation

Working with the
Lessons learned Implementation information

5
Monitoring
and
evaluation

4
Solution
development

Citizen
invelvement

Best practices

Evaluation

Figure 2: Digitalization process in the living lab "Digitales Dorf Bayern"

source: own illustration

Step 1: Involve Stakeholders

All pilot villages provide a so-called core team, which works together for the entire
duration of the project and is formed by three stakeholders. These are made up by
the mayor of the municipality, the scientific advisors and the catetaker on the spot.
The mayor of the municipality supervises and takes care of the final decisions
throughout the duration of the project. The monitoring function by the scientific
advisors, in this case the Deggendorf Institute of Technology, proves to be an
advantage for the project regarding the guarantee of professional input concerning
digital innovations, advice and overall help with hard- and software implementation.
Additionally, the caretaker on the spot represents the interface between the local
citizens and the scientific team. He or she is familiar with the pilot village, can

coordinate on site at short notice and supports the core team with organizational
skills.
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Step 2: Information, sensitization and enabling

To raise awareness to the project and to generate motivation it is important to have
an official "kick-off". These events attract public attention and illustrate the
importance of the topic by the presence of political celebrities. An official kick-off
shows the commitment to the project and the willingness to meet the challenges.
After the kick-off, the working groups can be formed on basis of the previously
defined fields of action. Their task is to identify the respective challenges in the
region and to develop measures with the support of the scientific team. All citizen
groups get the chance to be part of a working group and to inform them about
suitable technological possibilities to create concepts with the other stakeholders.
This requires again public relations work. This step needs several repetitions to raise
citizens' awareness of the use of digital media by sensitizing them with implemented

prototypes and services.
Step 3: Gathering of requirements

The project research shows, that measures should not base on technical possibilities,
but rather on the region-specific challenges. Instead of high-flying, low-threshold
solutions are required for the success of such projects: they can be implemented
quickly, are visible to the citizens and associated with immediate benefits. In
addition, this illustrates how the gathering of requirements should be addressed. 1f
one starts from specific challenges and problems, solutions are created that offer real
benefit. This is why the actively moderated bottom-up approach is so essential: it
guarantees that the people who are most affected by the challenges are involved in
the generation of ideas and therefore benefit directly from the solutions. This has

positive impact on acceptance and usage of the solutions later on.
Step 4: Solution development with citizen involvement

All solutions in this project are developed according to the following criteria:
a) Use of already proven existing solutions over in-house programming
b) Building upon existing structures to avoid parallel or isolated applications
c) Easy-to-use for users: 1) Development by requirement, not by possibility 2)

Design follows function
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d) Low-cost transferability (regarding time and money) to other municipalities:
The purpose of testing the measures in the pilot regions is not to implement
specific solutions for unique problems. Ideally, it should be possible to

transfer the solutions to many other rural areas with similar situations.

Step 5: Monitoring & evaluation

Monitoring and evaluation can assume different proportions. The usage of the digital
solutions can easily be reviewed by analytics systems. However, if one wants to learn
about detailed cost- and time-savings, more effort is necessary. Not only needs the
developed solution itself monitoring and evaluation. The scientific team at DIT
started to record steps and techniques of software development in order to make it
easier to reproduce the creations when changes and further developments are
required. This is also important in case of changes of employees or assuming
responsibility by a third-part company. Learning from mistakes is one of the best
options for further development and getting better. To gain from these benefits in

a long term it is necessaty to record also these issues as lessons learned.

4.4 Overview of the learning effects

The project periods described above turned out to be crucial to a long-term
successful digitalization project. As trivial as it might sound, underestimating the
significance of these easy steps might doom the project to failure. Undertaking a
digitalization project that strongly influences the social and everyday life in rural
areas needs to involve affected people. Interdisciplinary stakeholders with different
backgrounds in sectors like informatics, socio-economics and local citizens prove to
be valuable for a holistic project team. The caretaker on the spot turns out to be a
key contributor to the projects' success. The ability to identify root problems in daily
life of the locals and discussing them continuously simplifies the identification of
requirements. The research shows that open to public participation platforms in
form of working groups tend to pave the way to an open dialogue around the topic.
To this point, created solutions within the living labs ate tailored to the citizens'
needs. It is important to keep the residents informed and updated about the
developments to ensure that problems, misunderstandings or worries by the citizens

are settled in an early stage. There will be always critical opinions of people who are
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scared and / or avoid topics of digitalization. In addition, there is often a lack of
awareness for improvements and modernization. Simple explanations can usually
solve that. Technologies and solutions should be introduced and promoted by
adequate communication channels according to target groups. This includes the
usage of material in digital and - even if it seems obsolete in modern times - analogue
form. If software solutions are not available on the market and have to be developed,
particular attention should be paid to use systems that provide simple and barrier-
free interfaces in order to produce a holistic application for the citizens: low-
threshold solutions are required. In addition, the solutions should be easy to
maintain and be able to operate without knowledge in software development for the
municipalities. Still, established software or general technological solutions are in the
need of care. It is recommended to appoint a responsible person in the community
to deal with this issues, which is sometimes a problem in small municipalities due to
limited staff.

5 Summary

This paper is about the research approaches in the project “Digitales Dorf Bayern”
in order to determine which digital solutions can be used to make living conditions
in rural areas more attractive. The results of the research project highlight the fact
that digitalization is not only about technical novelties, such as robotics and artificial
intelligence, but in context of everyday life and conquering infrastructural challenges
especially in rural areas, it is about the people: About citizens that are affected by
specific challenges and, as a consequence, the resulting digitalization measures.
Living lab results show that interaction with the citizens throughout the entire
process is crucial to a successful implementation. Mayors are mostly not aware about
the unconditional meaning of the citizens' dialogue and therefore appreciate the
projects strategy. To generate ideas, one should ask for the challenges the watched
area and its inhabitants are faced, not for their "digitalization wishes". It's very
important to consider the individual digitalization level which differs among urban
and rural areas, and inside these groups, too. Not only people are individual, but also
rural areas in terms that they have all their special initial situation, challenges and
needs. The government should support rural areas not only with workforce, but also
with sufficient infrastructure (e.g. broadband rollout, mobile phone network) and
funding not only to create the basic requirements for digitalization, but also to

develop digitalization measures and then to maintain them. To gain real benefit for
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citizens, the project members should strive for connecting them across various

spheres of life and with analogue infrastructure.
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Abstract Negative effects of extensive connectivity to work
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about the right to disconnect for employees. Organizations are
beginning to introduce interventions that aim at enabling their
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introduce interventions that lead to a successful disconnection of
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1 Introduction

Information and communication technology (ICT) affords employees with high
levels of autonomy to decide how, when and where they work. ‘Nomadic workers’
(Cousins & Robey, 2005) work from a client’s site, a hotel room or from home
instead of from a traditional office. The flexible work environment also leads to
extended availability for work which has negative effects on the employees’ well-
being (Dettmers, Bamberg, & Seffzek, 2016) and the organization (e.g., Ferguson et
al., 2016). Although companies increasingly expect this near 24/7 availability and sell
it as part of their service (Mazmanian & Erickson, 2014), the negative effects have
alarmed managers and human resource departments. As a result, organizations and
governments are discussing the introduction of “the right to disconnect”
(Hesselberth, 2018). France has been the first country that enacted a law regulating
employees’ availability after work-hours (Hesselberth, 2018). Companies such as
Volkswagen (VW) and Daimler have reduced their employees’ availability through
banning emails after regular business hours or deleting emails during the holiday
(Smith, 2017).

As companies are only recently dealing with the dark side of extensive connectivity,
research on organizational interventions is limited. Until now, there is no systematic
way of comparing disconnectivity interventions and assessing their success. This
paper develops a classification of those interventions to assist organizations in
identifying the most effective intervention for their employees and their
organizational culture. Drawing on the theory of psychological detachment
(Sonnentag & Fritz, 2015), I discuss the likelihood of success of disconnectivity
interventions. To my knowledge, this paper is the first that applies psychological
detachment as a theoretical frame to organizational interventions that target the right
to disconnect. It paves the way for an empirical validation of the classification that
provides researchers and practitioners with a framework to develop, compare and
evaluate these interventions. It further extends the limited research on employees’
strategies for coping with extensive connectivity by considering strategies with that

organizations can support their employees’ detachment from work.
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2 Theoretical Background
21 Connectivity

In the political and organizational discourse, the right to disconnect has been
understood in terms of disconnecting from work-related technology (Hesselberth,
2018). However, connectivity covers more than the mere technical connection to
work. Researchers understand connectivity in various ways, for example as a
technical connection to a device (Al-Dabbagh, Scornavacca, Sylvester, & Johnstone,
2015), extending working hours (Dettmers et al., 2016), the internal need of being
connected to others (Bayer, Campbell, & Ling, 20106), or an organizational norm of
24/7 availability (Mazmanian & Erickson, 2014). I understand connectivity as the
technical and social connection to work (i.e., the technical capability to access work
whenever and wherever; and the social environment that expects and drives an
extended availability to work). Connectivity is the socio-technical potential for
information and communication and the manifest practices that emerge upon this

potential.

Extensive connectivity is an elevated, nearly constant level of this connectivity. It
can lead to emotional exhaustion (Xie, Ma, Zhou, & Tang, 2018), prolonged thinking
about work (Cropley & Zijlstra, 2011), work-life conflicts (Ferguson et al., 2016) and
an inability to detach from work (Derks, van Mietlo, & Schmitz, 2014). These
individual effects are mirrored in negative organizational outcomes. For example,
using a mobile device for work during family time is associated with higher burnout
rates and less organizational commitment (Ferguson et al., 2016). Well-being and
recovery are important factors for the employees’ productivity (Binnewies,
Sonnentag, & Mojza, 2010). Organizations are therefore increasingly concerned
regarding the connectivity practices of their employees and seck applications of the

“right to disconnect”.
2.2 The Right to Disconnect

Until today, France is the only country that has introduced a law for supporting
employees’ disconnection decisions. The law demands the enactment of “modalities
by which employees exercise their rights to disconnect, and the setting up of
company regulations on digital devices and tools” (Secunda, 2019, p. 28). It remains
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unspecific, in that it neither prescribes explicit interventions nor specifies fines for

incompliance (Von Bergen & Bressler, 2019).

While the French law provides employers with much room for interpretation,
Germany has not introduced a law at all but is relying on voluntary self-regulation
policies of employers (Secunda, 2019). As a result, German companies introduced
specific measures that enable their employees to disconnect. VW reacted eatly in
2011, when they banned emails to company-provided smartphones after regular
working hours. Their competitors Daimler and Porsche followed with similar
regulations (Smith, 2017).

These examples demonstrate the challenge to define the degree of specification of
disconnectivity measures. France enacted an unspecific law that could be ignored by
employers due to the inexistence of fines. The specific German interventions might
lead to even more stress for some employees due to not accounting for
interindividual differences in the preference for work-life integration (Von Bergen
& Bressler, 2019). As a one-size-fits-all approach is difficult, if not impossible, to
develop, it is necessary to consider differences between companies, contexts, and
individuals. Furthermore, an evaluation of the success of these interventions in terms
of a comprehensive disconnection from work is important for the development and
budgeting of further interventions. To date, organizational disconnectivity
interventions mostly target the technical connection to work although connectivity
also covers social expectations of extended availability and responsiveness. A
successful intervention should therefore consider both, the physical disconnection
as well as the emotional and mental disconnection from work. Psychological
detachment (Park, Fritz, & Jex, 2011) provides a measurement of a successful

disconnection.
2.3 Psychological Detachment

The theory of psychological detachment explains that demanding work conditions
(e.g. time pressure, work overload) lead to strain reactions (e.g. increased heart rate,
impaired well-being) (Sonnentag & Fritz, 2015). Individuals can only recover from
work when they are not exposed to these stressors (Sonnentag & Fritz, 2015).
Psychological detachment is defined as “refraining from job-related activities and
mentally disengaging from work during nonwork time” (Sonnentag & Fritz, 2015,



J. Mattern:

A Classification of Organizational Interventions to Enable Detachment from Work 125

p- 72). This definition emphasizes the importance of both, the physical and the
psychological facet of switching-off. The physical dimension refers to being absent
from work. This includes not only staying away from the office or desk but also not
answering work-related emails on the mobile phone during nonwork time or not
taking the work notebook on holidays. The psychological dimension refers to stop
thinking about work after work hours. Psychological detachment is one of the best
researched recovery strategies and relationships to job-related outcomes and
psychological well-being have been empirically supported (Sonnentag & Fritz, 2015;
Wendsche & Lohmann-Haislah, 2017).

The detachment literature has identified antecedents of a successful detachment
(Wendsche & Lohmann-Haislah, 2017) and has been increasingly included in
discourses on technology-enabled extended availability for work (Cambier, Derks,
& Vlerick, 2019; Park et al., 2011). Research has found that detachment strategies
can be trained and thereby integrated into an individual’s daily routine (Hahn,
Binnewies, Sonnentag, & Mojza, 2011). Researchers therefore called for
organizational policies that support individual detachment strategies (Cambier et al.,
2019).

In the following paragraphs, I discuss different types of interventions and develop a
classification that helps to identify which type is likely to be successful for which
situation and company. Successful in this context means a comprehensive

detachment from work, physically as well as mentally.
3 Developing a Classification of Disconnectivity Interventions

Organizational interventions are “planned, behavioral, theory-based actions that aim
to improve employee health and well-being through changing the way work is
designed, organized and managed” (Nielsen, 2013, p. 1030). As detachment refers
to both, disconnecting from physical stressors (i.e. organization and design of work)
and mental stressors, interventions should also include changing the way work is

experienced by the individual.
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31 Method

Based on a literature review on existing taxonomies of organizational interventions,
I collected dimensions and classes of organizational interventions that have been
identified previously. By applying them to the definition of connectivity, I selected
those who are relevant in the context of an intervention that enables employees’
detachment and developed an initial classification. In the last step, I analyzed
interventions that have been already introduced (e.g. VW, Daimler, Porsche)
according to the initial classification. I refined the dimensions and classes and
developed the final classification. It is important to note here, that the classification
represents a first attempt to systematize detachment interventions. Empirical data

has to validate the classification.

I develop a classification based on three dimensions: the level at which the
intervention occurs, the specific connectivity facet that the intervention targets, and

the mechanism through which the intervention works.
3.2 Level — Individual or Organizational

A highly cited intervention taxonomy distinguishes four levels on that organizational
interventions occur: legislative and policy level, employer and organization level, job
and task level, individual and interface level (Murphy & Sauter, 2004). As the purpose
of this paper is to evaluate organizational interventions, I focus on the employer and
organization level. Employer interventions can be further distinguished into
interventions targeting the whole organization and interventions targeting the
individual employee (Martin, Karanika-Murray, Biron, & Sanderson, 2016). At the
organizational level, interventions shape working conditions and psychosocial
factors. At the individual level, interventions aid employees in responding to
stressors (Martin et al.,, 2016). With interventions at the organizational level,
management can prescribe or prohibit behaviors and introduce policies that are valid
for the whole workforce or a large part of it. Examples are VW’s approach to ban
all email at a certain point (Smith, 2017) or changing organizational norms of a 24/7
availability by introducing charters or codes of behavior. At the individual level,
organizations can encourage their employees to change their checking behavior, for
example, through modifying smartphone settings so that they only get notified
during a period they can determine themselves.
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3.3 Target — Potential or Manifest Connectivity

Literature has distinguished organizational interventions into primary, secondary
and tertiary interventions (Murphy & Sauter, 2004). Primary interventions aim at
modifying job or organizational characteristics and thus eliminate or reduce the
source of stress. Secondary interventions address the consequences instead of the
source of the stress Tertiary interventions aim at the rehabilitation of employees
(Murphy & Sauter, 2004). Applied to connectivity, primary interventions modify the
technical and social affordances to extensively connect to work, thus, target the
potential connectivity. Secondary interventions target the consequences of potential
connectivity, the practices employees engage in, thus, the manifest connectivity.
Tertiary interventions consist of helping employees to deal with the negative effects
of extensive connectivity such as difficulties to recover from work (Park et al., 2011)
ot burnout (Ferguson et al., 2016). These interventions are rather subject to general
rehabilitation interventions instead of specific disconnectivity interventions. I
therefore include only primary and secondary interventions in the classification of

organizational disconnectivity interventions.

Interventions with the target of potential connectivity aim at modifying the capability
to connect technically and socially to work. This includes reducing the technical
possibility of getting reached during the holiday such as Daimler’s program “Mail on
holiday” that deletes emails that are sent to employees who are on holiday (Von
Bergen & Bressler, 2019). Reducing the potential social connectivity could be
achieved by developing agreements specifying periods of unavailability of
employees. Interventions targeting the manifest connectivity aim at modifying
practices that have emerged upon the potential connectivity. The affordances of
mobile devices can lead to practices such as frequent checking behavior (Oulasvirta,
Rattenbury, Ma, & Raita, 2012). Social expectations can result in practices similar to
performing work (Rosengren, 2019), where employees signal a high work
commitment regardless of how much they are actually working. This might result in
sending emails to managers late at night or in the email practice of “reply all” to
show many people that they are working. These habits can be targeted by
introducing email policies or even delete the “reply all” function (Pansu, 2018).
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3.4 Mechanism — Technology or Social Detachment

Connectivity literature has understood the phenomenon as technical and social
signals that are mutually influencing each other (Wajcman & Rose, 2011). Technical
connectivity drives social connectivity since it enables the possibility to access work
at any time so that expectations of an extended availability and short response times
emerge (Dettmers et al., 2016). At the same time, employees might increase their
technical connectivity due to the availability expectations. They signal an extended
availability (e.g. an ‘online’ status in the chat program) to others, in as much as this
work attitude signifies the image of a hard worker (Rosengren, 2019). Disconnecting
from work is achieved by detaching from the technical connection as well as

detaching socially from work.

Disconnecting technically refers to limiting or cutting the technical connection to
work so that employees can neither access information nor be able to communicate
with others. The above-mentioned intervention of banning emails that has been
introduced by VW is an example of an intervention at the organizational level that
leads to disconnecting from work technically. Another intervention might target the
common trend of using the same device for work and private issues (Harris, Ives, &
Junglas, 2012). A separation of the devices would loosen the “electronic leash”
(Diaz, Chiaburu, Zimmerman, & Boswell, 2012, p. 500) that ties employees to their
workplace. Disconnecting socially targets internal as well as external availability and
responsiveness expectations. Interventions that work through social detachment are
for example the concept of Predictable Time Off (Petlow & Porter, 2009), where
employees are required to take a break, thus, they are expected to be unavailable. An

overview of the classification with examples is illustrated in Table 1 in the appendix.
4 Discussion

The classification distinguishes dimensions and classes of disconnectivity
interventions. As connectivity is a complex, multifaceted phenomenon (Mattern,
Haines, & Schellhammer, 2019), interventions have different targets and are not
equally suitable for every organization and situation. In the following paragraph, 1
discuss the likelihood of success for different interventions and factors that might
influence the effectiveness of the intervention. Based on the definition of an

organizational intervention, it is successful when well-being and health of the
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employees are increased (Nielsen, 2013). A successful disconnectivity intervention

should therefore result in an improved mental and physical detachment from work.
4.1 Success Factors

The classification helps to identify success factors for different interventions. Before
introducing an intervention, companies should define what type of intervention they
need to improve their employees’ ability to detach. Interventions at the
organizational level are only successful when they target general challenges that
hinder the employees’ ability to detach such as a high workload (Sonnentag & Fritz,
2015) or availability norms (Mazmanian & Erickson, 2014). Intetrventions at the
individual level are successful when employees differ in their ability to detach due to
factors such as segmentation preferences (Park et al., 2011). Employees who prefer
strict boundaries and want to prevent work-home spillover are more likely to detach
from work (Park et al., 2011) than those who appreciate an integration of both
spheres and might engage in an extended technology use for work (Derks et al.,
2014). The same preferences can be found among organizations, with some
organizations promoting clear boundaries and others a work-home integration
(Kreiner, 2000). Interventions at an organizational level are useful to target
organizational integration norms. If only some employees report difficulties in
disconnecting, it would be helpful to introduce individual interventions for those
with a high integration norm.

The decision between targeting potential or manifest connectivity requires an
examination of the current level of connectivity in the organization. Potential
connectivity should be at a requisite level, thus, at a sufficient level for achieving
tasks (Kolb, Collins, & Lind, 2008) which is dependent on the situation (e.g. a higher
level is necessary in global teams that are operating across different time zones).
Once a requisite level is achieved, interventions can target the individual practices
that emerge upon the potential connectivity. Targeting manifest connectivity
without considering first potential connectivity, does not treat the cause of the
problem but only the symptoms. For example, restricting the practice of replying to
all in an email in a situation of many possibilities and expectations to connect would

only lead to workarounds via other tools.
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Mechanisms of interventions interact and can enhance each other (Pawson, 2013).
Disconnectivity interventions are therefore likely to be successful when they work
through both mechanisms, social and technical detachment. A comprehensive
disconnection from work is only possible when employees physically leave work and
stop thinking about work (Sonnentag & Fritz, 2015). Thus, employees fully
disconnect from work when they are neither technically tied to their work nor
mentally or emotionally attached through availability expectations emerging upon

social connectivity.

4.2 Limitations and Future Work

The proposed classification of organizational disconnectivity interventions is the
first approach to this topic and will benefit from further research. Due to the
complexity of the phenomenon of extensive connectivity, it is difficult to propose a
one-size-fits-all approach. Organizations vary in size, culture, and industry, all of
which can influence the fit between employees and interventions as well as the
likelihood of success. Also, organizations are restricted in their actions due to budget
decisions and the capacity of human resoutrces for the introduction of those actions.
Future research should validate the classification. A validation requires to
systematically analyze various interventions that are already in place. This will include
to collect information about the interventions from the companies’ management to
see whether there are differences between the interventions and whether they can
be categorized according to the classification. To evaluate the success of an
intervention, interviews and questionnaires regarding the detachment of the
employees (e.g. Recovery Experience Questionnaire (Sonnentag & Fritz, 2007))
should be conducted.

5 Conclusion

This paper proposes a classification for organizational interventions that aim at
enabling employees to disconnect from work. The classification aims at providing
researchers as well as practitioners with a common understanding of intervention
types. It can guide further research and the development and evaluation of
disconnectivity interventions. The classification contributes to literature on
connectivity that is only beginning to examine organizational interventions as

discussions regarding employees’ rights and needs to disconnect are recently
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emerging (Hesselberth, 2018). I hereby add to the limited literature that takes a
positive perspective and examines coping strategies for extensive connectivity
(Russo, Ollier-Malaterre, & Morandin, 2019). I combine the psychological theory of
detachment with literature on connectivity and organizational interventions. I hereby
propose a means for evaluating the success of an intervention and provide
theoretical backing for the development of such interventions. In addition to the
theoretical contributions, this paper helps managers, human resource departments
and occupational health practitioners to specify which intervention is suitable for
the level and distribution of connectivity among their employees. This prevents a
premature decision and increases the likelihood of success. Acknowledging that
companies are not completely free in their choices of introducing interventions, the
classification creates awareness of the necessity to clearly define the level, target and

mechanisms of the intervention.
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Appendix
Table 1: Classification of Organizational Interventions
Dimension Class Example
Level Individual Detachment Coaching
Organizational Banning Emails
Target Potential Connectivity “Mail on Holiday”
Manifest Connectivity Delete “reply all” function
Mechanism | Technical Detachment | Separating business and private phone
Social Detachment “Predicted Time Off”
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1 Introduction

As digitization of healthcare services proceeds, different challenges of care are going
to be addressed by Information and Communication Technology (ICT), robots,
sensory technology, or virtual reality (Krick et al. 2019). Therapists therefore face
implementations of care-related technologies and are in need of balancing structural
and technological change, professional identity, and a different relationship with
patients (Fuller and Hansen 2019). Furthermore, the digitization of healthcare is
linked to promises of efficient and innovative care (Hollis et al. 2015) as well as an
increasing quality of medical treatments (Mutter et al. 2005). Telemedicine systems
appear to play a significant role in the digitization of healthcare, as they are capable
of reducing spatial and temporal limitations (IKKvedar et al. 2014). Especially in rural
areas, telemedicine systems might therefore address rising issues of medical
undersupply as a consequence of demographic changes, age related multimorbidity
(Demiris and Hensel 2008), and an exodus of healthcare professionals (Thommasen
et al. 2001). Although many scientific results point out positive effects of digital
technologies in healthcare, theoretical founded research is still rare (Garrett et al.
2018). To shape a theoretically driven process of technological change that can be
accepted and catalyzed by both therapists and patients, it is of great interest to
understand design-implicating factors of digital technology while taking into account
the highly complex patient-therapist relationship and its constituting characteristics.
Oberg et al. (2018) e.g. illustrate the necessity to reflect digitization processes in
clinical care, as digital technologies are able to cause temporal stress of therapists,
affect the relationship between care-giver and care-receiver, and reshape the

professional identity of therapists.

To base upcoming research on a theoretical fundament, we propose a
phenomenological framework that we build from qualitative empirical insights on
Human Technology Interaction (HTT) to formulate implications for design as well
as perceived limitations of technology. In IS research, phenomenological
perspectives seem to be existent but are underdetermined. For instance, Schultze
(2010) states that “the body serves as a frame of reference for the neural processes
of the mind” (p. 436) whereof she indirectly proposes a distinguishable nature of the
person. In contrast, when Schultze (2010) mentions “what we know about the world
is embodied” (p. 436), a phenomenological view on human experience is reflected.

Therefore, the objective of this paper is to develop a theoretical framework based
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on phenomenological assumptions concerning the interaction between humans and
healthcare technologies. Assuming that a phenomenological perspective on HTT is
already existent in IS research, but not differentiated appropriately, the following
paper discusses our process of building such a theoretical framework and explore
potentials for describing, explaining and predicting relevant phenomena in IS

research.
2 Theoretical Background

Phenomenology can be considered a philosophical perspective on the process of
gaining knowledge. It might as well be described as a method to obtain €motpn
(epistimi), which can be translated to ‘realization’ or ‘science’. Stating an insuperable
difference between a logical deduction concerning a phenomenon and the real state
of the phenomenon, the epistemic objective is translocated from the phenomenon
itself to the process of its understanding (Husserl 2019). From this paradigm,
phenomenology has affected the development of several scientific methods to
collect and analyze data, especially in qualitative research (Neubauer et al. 2019).
Therefore, in the research of HTT in healthcare, phenomenology is foremost utilized
for methodological issues (Newland et al. 2018; Rosenberg and Nygard 2017).
Derived from its general perspective, phenomenology can be applied to scientific
research in terms of a theoretical framework as well. It promises an understanding
and explanation of human experience, e.g., a patient’s experience of a digitally
assisted attendance at a physician’s practice. Carel (2011) explains the
phenomenological view on human experience implying that experience is “founded on
perception” (p. 35), where “Perception [sicl], in turn, is itself entbodied activity” (p. 35). In this
manner, perceived stimuli of a patient can be seen as contextual and interpretable
(Liberati 2019), as well as bodily manifested (Mingers 2001). While enhancing a
therapeutic process through digital technology, one might ask:

How exactly does a digital transformation change the perception and the
experience of therapeutic activity of patients and therapists and are
phenomenological implications useful to formulate boundaries of digital technology

in healthcare?
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To understand the impact of these implications completely, it is necessary to
describe the theoretical interrelation between a phenomenological perspective on
human experience and the meaning of presence for mediated interaction between
humans. The concept of presence has been used for decades in IS research to
objectify the human experience of virtual worlds. Lombard and Ditton (1997)
conclude that presence has several facets but can be basically defined as “#he perceptual
llusion of nonmediation” (section 6). The definition of Lombard and Ditton (1997)
therefore implies a close relationship between presence and perception. Further,
considering their conclusion on presence as a multidimensional construct, the
dimensions transportation, impression of translocation, and immersion, the degree
of submergence into an artificial environment, appear to be one of the most
important characteristics for telemedicine mediated patient-physician interaction
(Skalski 2011). In the context of healthcare, several studies emphasize the
importance of presence for clinical effectiveness and consider presence a main
constituting factor for a realistic artificial environment (Garrett et al. 2018; Londero
et al. 2010; Price and Anderson 2007; Riva et al. 2002; Viciana-Abad et al. 2004). To
ensure a multidimensional feeling or sense of presence, the creation of a mediated
reality is oriented on an asymptotic convergence of the artificial and the real world
(Heeter 1992). Similarly, perception can be thought of as a multidimensional
construct as well. Loomis (1992) argues for a more subjective view on perception
while stating that the ‘real’” world is generally mediated, which leads to the
differentiation of naturally and artificially mediated worlds or environments. The
realization of a world constructed through our senses (Loomis calls it the “phenomenal
world”) helps us to understand why technologically mediated experience is capable
of activating an actual sense of perception. Nonetheless, it is important to note that
there still is a difference between a natural, directly mediated interaction and an
artificially, technology-driven interaction. A phenomenological perspective on such
a complex interaction helps to enlarge our understanding by expanding the
interrelation between presence and perception through the relevance of experience,
e.g. a diagnostic or interventional process. From a phenomenological view,
experience itself is bound to the bodily characteristics of humans because the body
is the foundation of our perception (Carel 2011). The subjective nature of
perception, that can be deduced from Loomis (1992), and the corresponding
subjective nature of experience emerging from the phenomenological perspective,
lead to the “body as lived” (Carel 2011, p. 33): an impression of the human body that

can only be experienced and is highly contextual. Nonetheless, measurement and
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normalization of the human body creates an objectiveness of the body. The result is
a dualism of the human body (Catel 2011). Although techniques and technologies
exist to measure objective data of the human body (that is medical data), an
interpretation of the data is closely linked to an experience of such a measurement.
In our context, the relationship and interaction between physician and patient
creates a defined space for a joint experience. Findings from our empirical
investigations therefore reflect the distinction of a subjective and objective body and
help us understand that the use and acceptance of specific technologies, such as

telemedicine systems, are embedded in specific contexts.
3 Method

In our primary study to explore factors influencing a digitally enhanced relationship
between patient and therapist (Mueller et al. 2020) we conducted seven semi-
structured interviews with primary care physicians in rural areas to explore their
perception on healthcare digitization, especially on potentials of telemedicine
systems. Therefore, our major focus of the interviews was physicians’ technology
acceptance of such telemedicine systems. The interviews took 75 minutes on
average. We engaged three female and four male interviewees. In our convenient
sample, age ranged between 41 and 66 years (mean 52), while job experience ranged
between 15 and 34 years (mean 25). In the main part of our interviews, we discussed
the use of three different telemedicine systems (capable of 1. basic audio-visual
communication, 2. audio-visual communication and real-time transfer of medical
patient data via specific sensors, 3. the aforementioned features, but with
automatized pre-analysis of medical patient data). To explore circumstances under
which therapists tend to accept or reject the implementation of digital technology,
we asked the participants about their hypothetical use of these telemedicine systems
in their own practice. Exemplary questions were “What kind of benefits or risks do_you
expect from a telemedicine system?” ot “Under which circumstances wonld you likely accept such a
telemedicine system?”. In our process of primary analysis, we noticed that physicians
basically tend to reject a specific telemedicine system when they had the impression
that the telemedicine system limited their own sensory perception of the patient
(Mueller et al. 2020). To follow up on our impression that a limited perception
through digital technology might lead to a physician’s rejection of telemedicine
systems, we evaluated the key concept of limiting factors concerning telemedicine

system use separately. Originally following an approach with three steps of coding
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(open, axial, and selective coding) (Corbin and Strauss 2015), we therefore
conducted a second, informed analysis of our transcripts and filtered codes that
represented limitations of telemedicine systems perceived by physicians. We then
examined the content-related accordance between our secondary findings and our

theoretical prepositions explicated in section 2.
4 Findings

As an important insight of the conducted interviews and a result of our secondary
analysis, therapists mentioned the importance of a bodily presence of the patient to
guarantee therapeutic success. We noticed that therapists considered the absence of
bodily presence a main negative aspect of telemedicine systems. Participants
especially viewed the inability to make bodily contact as one factor limiting their
petception of the patient: “You are feeling it, don't you? And that's absent in a video [...]
you can't tonch [the patient].” (Interviewee 1) ot “Becanse personal contact is very important,
especially for elderly patients or those in need for home visits being helpless |...]” (Interviewee 7).
Noteworthy, the first part of interviewee 1’s quotation points to an intuitional aspect
of medical care, reflecting the phenomenon of the (experienced) therapist’s ability
to bring several complex medical information into a relevant diagnostic concept.
The ability to touch a patient seems to be a part of this process. As interviewee 7’s
statement claims the importance of bodily contact as well, another dimension can
be noticed from the quotation. An additional social dimension can be considered
since humans express their social relation with bodily contact (i.a.). Besides the
described general necessity to be able to touch a patient, two participants mentioned
the importance of physical contact to better diagnose a patient: “When someone recently
said, 1 felt dizzy and weak..." - that might be anything. For this, 1 have to anscultate heart and
lungs, I bave to palpate him.” (Interviewee 5) or “I'hat is most important, to palpate |...]”
(Interviewee 3). The quotations of interviewees 5 and 3 point out an important fact
with regard to the process of a primary care physician’s diagnostic process. To
actually make a possible diagnosis from relatively unspecific data, i.e., a subjective
expression of symptoms made by a patient, the characteristics of diagnostic
technologies (e.g., auscultation or palpation) require a direct physical contact to the
patient. Therefore, these quotations complement the already mentioned aspect of
intuitional affected diagnosis with the physical measurement and interpretation of
patient-related medical data. Although intuition describes an opaque process,

auscultation or palpation can be viewed as mostly structured and standardized



Michael Knop, Marins Mueller, Henrik Freude, Caroline Ressing and Bjoern Niehaves:

Perceived Limitations of Telemedicine from a Phenomenological Perspective 141

diagnostic processes. Interestingly, this leads to the impression that diagnostic (and
interventional) processes are composed of subjective and objective aspects.
Furthermore, the bodily presence of patients in a conversation, especially at the first
acquaintance, was considered important: “To gather the medical bistory I wonld prefer to
talk to a patient face-to-face.” (Interviewee 4) or “It’s not working without getting to know each
other |...] it's not possible without personal contact. I can't imagine being able to do sound work
without.” (Interviewee 7). Although the interviewees did not mention detailed reasons
for their statements, a social component of the patient-physician relationship evolves
especially from the quotation of interviewee 7. The perceived necessity of a patient’s
bodily presence might be interpreted with regard to the already mentioned
complexity of diagnostic processes. To make a reasonable diagnosis, physicians need
to gather contextual information about a patient. Especially interviewee 7’s
quotation leads to the impression that without bodily contact, a reconstruction of a

patient’s relevant living conditions is not adequate.
5 Discussion

Following the interpretation of these statements, the perceived limitations of
telemedicine technology include (1) a bodily absence of the patient in terms of a lack
of body signals, possibly irritating the intuitional perception of the therapist, (2) an
inability to shape the social relationship between patient and therapist through bodily
contact, and (3) an obstacle to measure necessary physical parameters of the patient.
As a constituting factor of a (subjectively perceived) successtul relationship between
patient and therapist, bodily contact might be something digital technology is per
definition not able to replace. A phenomenological perspective on these issues helps
to understand that the difference between bodily contact and biomedical
measurements in medical care can be used to formulate implications for
technological design as well as a reflective orientation for the process of digitization
in healthcare. Carel (2011) differentiates an “objective body” and the “body as lived”
(p- 33). Both impressions of the body are connected. The “objective body” can be
associated with primarily physical characteristics (the auscultation of lungs,
measurement of blood pressure etc.) and the “body as lived” with habitual, social,
and subjective characteristics. In real-life experience of a person, it seems clear that

these two impressions or perceptions of the body cannot be fully separated.
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Considering the cited statements of the participants, the perceived limitations of
telemedicine technology (regarding the interviewed physicians) can be differentiated.
First, there are concerns about the ability of telemedicine technology to render
complex physical signals of a patient, associated with the objective body. To counter
underlying assumptions of decreasing quality of care and negative effects on the
patient-physician relationship, the design of technological artefacts mainly has to
consider questions of feasibility and practicability. Second, there are concerns about
the ability of telemedicine technology to shape a bodily relationship between patient
and physician, associated with the subjective body. In accordance with our
theoretical explanations, we propose the following theoretical framework to

explicate a phenomenological perspective on our objective:
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Figure 1: Therapeutic Interaction between Patient and Physician from a Phenomenological

Perspective in the Context of Telemedicine

From Figure 1, the meaning of a phenomenological perspective on patient-physician
interaction and its technological moderation can be derived. First, the differentiation
of an objective body and the body as lived helps to understand that the presence and
the perception of a patient depends on a contextualization or interpretation of
objective medical data (concerning the objective body) through the entirety of bodily
stimuli: feelings, emotions, or self-interpretation of a patient are substantial factors

to form presence and the perception of a physician. Second, technological
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characteristics and boundaries change the way physicians perceive the presence of a
patient: e.g., visual and auditory quality of telemedicine systems affect an interactive
experience of patient and physician. Technological characteristics are able to shape
the perception of a physician through artificially mediated presence or in a natural
way. Third, perception is bound to our own bodily senses and therefore affected by
our embodied interactions. Finally, the interaction between patient and physician
(processes of diagnosis or intervention), based on perception, can be considered a

bodily experience more than a technological process.

As a result, to evaluate the acceptance of telemedicine technology (in context of both
patients” and physicians’ use), an important factor from a phenomenological
perspective is the context in which the technology is embedded. A separation
between reason of design and implementation of technology therefore appears
irrational. To anticipate technological acceptance, it is reasonable to consider
questions like: what appears to be the main purpose of a specific telemedicine
system? Is the telemedicine system used to extend primary care or is it used to replace
bodily contact between patient and therapist? From a phenomenological
perspective, we deduce two different insights from our findings: (1) the replacement
of bodily therapeutic processes with technology mediated processes possibly causes
a physician’s discontent or resistance to use such a technology. This might be evened
through a preferably perfect illusion of bodily interaction. (2) The replacement of a
therapeutic process concerning the subjective body of a patient (e.g., the meaning
and interpretation of medical data) with a process concerning the objective body of
a patient (e.g., algorithm-based thresholds of medical data for medical interventions)

possibly causes a physician’s discontent.
6 Conclusion and Outlook

A phenomenological view on digitally enhanced healthcare inspires a reflective
discussion about essential constructs of technology use, such as embodiment or
presence in the context of telemedicine systems, and their importance for practical
implementation. While phenomenological research methods are already present to
explore patients’ experiences with healthcare technology (Kallmerten and Chia
2019), a phenomenological interpretation concerning antecedents of technology use
constitutes an innovative theoretical approach to interpret the interaction between

humans and technology. In our context of telemedicine use to overcome spatial and
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temporal limitations of primary care in rural areas, a phenomenological approach
demands a differentiation of specific functions of a telemedicine system. The
reflection of human experience that is closely related to our bodily existence, leads
to specific implications. The following principles can be interpreted as the most
important ones for practice: (1) be careful about replacing a partial process of
therapeutic interaction that involves bodily experience with a technology mediated
interaction that is not capable of a(n) (almost) perfect illusion of bodily experience.
(2) be careful about replacing a partial process of therapeutic interaction that affects
both the subjective and the objective body of a patient with a technology mediated
interaction that is only capable of affecting the objective body of a patient. These
principles occur through (1) the importance of a bodily dimension of human
experience and (2) the importance of a contextualization of objective data in
medicine. Antecedents derived from these principles might be helpful for both

research and practice.

Taking into account the provocative nature of our findings, we are aware that the
relatively small sample size of our qualitative research limits the validity of our
proposed principles. Hence, for future research, we have to examine the empirical
validity of our findings. In a further study about optimization of physician-assistant-
delegation, we are going to explore underlying patterns of perceived usefulness
through asking healthcare professionals to sequence both everyday and innovative
technologies. In a subsequent process, we then use multidimensional unfolding to
explore physicians’ and physician assistants’ perception of similarities and
dissimilarities between these technologies. Through additional qualitative interviews
with physicians and physician assistants, we like to develop a more differentiated
model of our phenomenological approach that can be tested deductively in a
comprehensive study. Furthermore, preliminary data from interviews with patients
that have been part of telemedical treatment promises additional insights on
theoretical relevance from a contrary perspective. Regarding our joint results, we are
intending to develop a comprehensive phenomenological framework of HTI to
structure future research concerning design implications of ICT and the

implementation of telemedicine systems in clinical and primary care.
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1 Introduction

Nowadays, it is a common practice to filter content for users based on individual
preferences, so called personalization. One way of personalizing content is to base
suggestions on users’ previous choices and behavior (Schubert & Koch, 2002).
However, one consequence of this is a state where the user is consuming similar
content to that which the user has been exposed to before — so-called “filter bubble”
(Pariser, 2011a). The existence of filter bubbles and their potential impact on people
are often discussed from a societal viewpoint (Zuiderveen Borgesius et al., 2010).
The agreed upon problem with filter bubbles is that people who operate within them
get biased information and this in turn poses a threat to democracy (Pariser, 2011a;
El-Bermawy, 2016). A filter bubble’s subtle effect makes it difficult for the user to
recognize its influence and prevent being caught in it (Pariser, 2015). Therefore, the
responsibility does not lie with the user but with the companies that provide digital
services and implement filtering (Zuiderveen Borgesius et al., 2016). In order to
present content that is not harmful to the user in the long run, the basic needs of
the user must be known. The objective of this pilot study is to examine which of a
user’s inherent needs that are important to satisfy when a user is consuming
personalized content in a digital service. Understanding those matters, this article
aims to describe what qualities and behavior regarding autonomy, competence and

relatedness to consider for personalized content in aspects of user satisfaction.
2 Theoretical Framework

The information available on the internet today can be overwhelming, Facebook,
alone, have over two billion active users who produce different content. To deal
with all this content personalized filtering is common using algorithms to create the
most accurate user profile in order to predict the uset’s next move and what content
the user wants to see (Pariser, 2011b). Personalization of content has the primary
goal of enhancing the user experience and increase the likelithood of repeated visits
and usage of digital services (Schubert & Koch, 2002). Personalization is achieved
when a system tailors the user experience by matching metadata of products or
services with metadata of user profiles. It is common to log self-revealed
preferences, socio-economic status, user ratings, relationships to other users,
previous interactions and purchases. Neatly every company that gathers this type of

data use it for personalization, Amazon, Spotify and Netflix give recommendations
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based on users’ activity. This has also led companies such as Facebook and Google
to be accused of personalizing content even though their underlying mechanism for
filtering is kept a secret (Hern, 2017). Hence, the effects on users of algorithm-based
personalized content can be negative as they can cause filter bubbles (DiFranzo &
Gloria-Garcia, 2017). The bubble occurs when systems serve each user with unique
information thus altering the way users are consuming ideas and information
(Pariser, 2011b). Users are then no longer exposed to outside options and views;
they are operating within bubbles that only reflects parts of the whole. This leads to
heavily opinionated audiences and narrow perspectives of opinion (Zuiderveen
Borgesius et al., 2010).

The Internet have provided users with increasing choices on what media to
consume. However, the power is still not held by the users but with the companies
that control what the users consume (Pariser, 2011b). In this way, filters illustrate
choice. The more filtered and personalized content is, the less is left for the
consumer to choose. Filter bubbles can also be difficult to pierce through (Pariser,
2011b). Not only does the user have to perform deliberate actions to burst the
bubble, it also demands an awareness from the user about being exposed to filtered
content (DiFranzo & Gloria-Garcia, 2017). The actual existence and impact of filter
bubbles have been debated for some time now. However, there has been a large
upswing since 2016 after the result from the EU Referendum in U.K. and the U.S.
presidential election. The predicted results of these events were far from the actual
outcomes, and Social Media was directly accused of this (DiFranzo & Gloria-Garcia,
2017). In 2018 it was discovered that the company Cambridge Analytica (now shut
down) had a role in this by selling data about Facebook users to political campaigns
that were able to target specific groups based on the data (Solon, 2018). Due to the
secrecy of large actors like Facebook and Google, it is generally hard for outside
researchers and investigators to conduct empirical research on filtering algorithms
(Zuiderveen Borgesius et al., 2016). However, in a highly criticized study Facebook
has conducted its own studies on filter bubbles, claiming a not significant existence
(Ingram, 2015).

Another important aspect regarding this area is the uset’s curiosity and exploration.
The definition for curiosity is a need, thirst, or desire for knowledge. Exploration
refers to all activities concerned with gathering information about the environment

(Edelman, 1997). Curiosity can be interpreted as form of arousal, which arises from
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the perception of a gap in knowledge or understanding (Loewenstein, 1994).
Curiosity can also change focus or end abruptly. Despite its volatility, curiosity can
be a powerful motivational force. It has a close connection to motivation, which is
the direction and persistence of behavior. Every time we are using a feature in a
design, we have expectations and those expectations can be met in various degrees.
This is one cornerstone of what is generally called user experience (Norman&
Nielsen, n.d.) and when constructions features, the goal is, most often, to create a
high user satisfaction. Hence, satisfaction is the “condition of having a desire or need
fulfilled (Cambridge Dictionary, n.d.). Previous research has shown close likes
between user satisfaction and motivation, e.g. the Self-Determination Theory (e.g.
White, 2015)

2.1 Self-determination theory

Self-Determination Theory (SDT) is a macro-theory of motivation within psychol-
ogy and has derived from empirical research of motivation. It concerns human
motivation, personality, and optimal functioning in a social context. SDT uses
psychological needs for explaining goal directed behavior. A critical effect of
pursuing goals is to which degree people are able to satisfy their innate psychological
needs. Three primary needs are essential in SDT - Competence, Relatedness and
Autonomy (Deci & Ryan, 2000). Being able to fulfill these needs has a positive effect
on psychological health, while the opposite results in negative effects. All three needs
are inherent in humans; however, they are not automatically activated. To be
actualized they need to be activated and nurtured by stimuli from the subjects’ social
environment (Deci & Ryan, 2000). A study about the correlation between choice
and the level of autonomy (Deci, 1971) led researchers to develop the theory of self-
determination (Zuckerman, 1978) that discuss two types of motivation - Intrinsic,
when doing an activity for its inherent satisfactions, and extrinsic, when the activity

is done to attain some separable outcome.

Autonomy and choice. Intrinsic motivation is a strong force when it comes to
nurturing the needs of the integrated self (Deci & Ryan, 2000). It is a fragile balance
as offering extrinsic reward for intrinsic motivational behavior decreases the sense
of individual autonomy (Deci, 1971). When intrinsic motivation is controlled by
external means, the autonomy becomes undermined. Research shows that the

participant who have to make more choices also have an increased level of intrinsic
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motivation to the task, and therefore an enhanced feeling of autonomy (Zuckerman,
1978). More recent research on choice has shown that it is not the mere act of
choosing that triggers intrinsic motivation, but whether the content of the choice
aligns with the participants self and personal goals (Katz & Assor, 2000). Further,
results differ between picking and choosing. Picking refers to choice without
preferences, and is less motivating than choosing. For choice to be motivating, the
choices should differ markedly in relevance for the participant. At least one of the
alternatives has to be more relevant, interesting or important (Katz & Assor, 2000).
But the actual consequence of the choice is not important. Even choices that appear

trivial, are experienced as meaningful by the participants.

Competence and choice. Choice also affects competence (Katz & Assor, 2000).
According to SDT, more choice is increasing competence, but research has shown
that the feeling of competence is dependent on the complexity of the choice. If the
choice environment is complex, subjects tend to choose the most “default” option,
not choose at all or ask for outside expertise. The feeling of not being able to
comprehend choice decreases the feeling of competence. Since choices that are too

easy also undermines motivation, an intermediate level of choice is optimal.
3 Method

This pilot research is based on an online survey that assesses the individual’s
awareness of and effect on them of personalized content. The survey also
investigated the interplay between filtering and the three needs for competence,
autonomy and relatedness. Questions about choice are based on the streaming
services, Netflix and Spotify, as recommendations from those system were relatively
easy to spot and measure. Questions about more subtle filtering are based on the
social media platforms, Facebook and Instagram, where filtered content appear in
newsfeeds. The users were to choose the service in each category that the user felt
most familiar with. The survey was developed by using guidelines for collecting data
(Law, 2017) and consisted of both closed (Likert scale) and open ended questions.
The targeted group was students that have experienced the transition from regular
content to filtered content. The survey received 22 responses (30% female) and the
participants were 18-34 years of age.



33kD BLED ECONFERENCE

152 . : ]
ENABLING TECHNOLOGY FOR A SUSTAINABLE SOCIETY

4 Results and discussion

The results were even between choosing Facebook or Instagram as the most used
application. 20% claimed to spend less than 10 minutes a day on their chosen
newsfeed application, and 30% spend more than an hour a day. It is suggested that
the difference regarding Facebook and Instagram are probably not because of levels
of filtering but due to the purpose of the applications being different, the answers

that were more similar are of more interest and, hence, discussed below.
4.1 Filtering in newsfeeds

Autonomy. Since people were somewhat addicted to Facebook and Instagram,
users do not completely act out of their own interests when using these applications.
That is enforced by the fact that users even felt bored while scrolling the feeds.
Acting out of one’s interest is a key factor for satisfying the autonomy. Filtering can
be a cause of the addiction, as the newsfeeds never appear the same when closing
and re-opening the applications compelling users to return to see constantly loading

new content on “refresh”.

Autonomy and choice. The results show that Facebook users classified the content
as more general than personal, and when scrolling they felt bored rather than
entertained. Instagram users classified the content as more personal than general.
However, they were also bored when scrolling the feeds. When participants were
asked about their level of addiction, Facebook users were a little addicted to not
feeling addicted at all. Some of the Instagram users were a little addicted, but there
were users who also felt a stronger addiction to the application. Analyzing autonomy
and choice, neither Facebook nor Instagram users felt they had control over the
content in their newsfeeds, even though Instagram users technically choose whom
to follow. This lack of control was evidenced by the participants’ negative feelings
about recommended posts and ads. There is a decreased amount of choice when a
system is choosing the content leading to a decreasing the feeling of autonomy and

negative feelings.

Competence. If curiosity is triggered by consumption of the media content,
intrinsic motivation to the task increases. That was the case from the survey, as users
estimated that they sometimes or often investigated content further. Users also felt

that the variety of content in the newsfeeds of Facebook and Instagram were poor,
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or even very poor. A low variety means that the users are continually exposed to
similar content, and therefore not learning from it. This leads to a scenario where a
gap of knowledge is triggered by the content and creates curiosity. The user then
investigates content further, but new content is similar to previous content. Hence,

the goal of competence is not fulfilled.

Competence and choice. Instagram users thought it was very easy to find
interesting posts or new people to follow. However, the fact that it was perceived as
very easy can mean that the complexity of choice is to low, and that Instagram offers
picking rather than choosing. According to the theory (Katz & Assor, 2000), picking
is easier than choice, and the alternatives must differ markedly to be categorized as
choice so in regard to choice, Instagram does not satisfy the feeling of competence.
This relates to filtering in the way that picking someone to follow (direct
recommendations, clicking a profile who interacted with a post in the newsfeed or
using the explore tab) is based on who the user already follows, a form of self-
imposed filtering. Unlike Instagram, Facebook users claimed that it was very hard to
find interesting content, and that they had little influence on what was displayed in
the feeds. This describes filtering at its worse in relation to user experience. To rate
content as uninteresting is a result of the user not learning anything new and means
that the user is not able to satisfy the need for competence. Moreover, the almost
complete lack of choice within Facebook leaves the user with no room for

customization after own preferences, and therefore competence is not at all fulfilled.

Relatedness. People felt that they could be themselves to some degree, but that
their posts were not completely alighed with their own interests. One could argue
that in an ideal world people would be able to be themselves completely on or
offline, however, there are rules to adapt to in all social contexts. Posts can have
boundaries of what is acceptable but if people are still able to integrate themselves

into a larger social whole, the need for relatedness will be satisfied.
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4.2 Filtering in Recommendation services

Many of the answers differed between Spotify and Netflix. In general, the
respondents seemed more content with Spotify. One reason for that could be that
it takes more commitment and time investment to watch a movie or series than
listening to a song. Users might therefore have higher expectations of Netflix. 75%

of the respondents spent more than 30 minutes a day on their chosen application.

Autonomy. Since both Netflix and Spotify users liked the services, usage of both
services is an act that aligns with the user’s integrated selves. It is not necessarily a
contradiction that Netflix users rated the content as quite mainstream. It can either
be that they like content that is aimed at a general audience, or that they fail to
estimate that content actually is based on recommendations. Content that is based
on the lower common denominator is a typical example of a filter bubble’s effect.
However, the survey is insufficient in describing which scenario that applies in this
specific case. Neither does this contradict the level of autonomy. As long as the user
is happy with consuming the content, it means that it is aligned with the uset’s
interests. Users were happy with the recommendations in Spotify, meaning
recommendations have a positive influence on autonomy. The level of autonomy

was not quite as high for Netflix users.

Autonomy and choice. The mostly used features are recommendation services and
search function within the applications. Spotify’s “Playlist” and “Discover weekly”
were the most used. Scrolling, search and “Popular on Netflix” were used the most
among Netflix users. Though Netflix users classified the content as quite mainstream
(not personalized), they still liked Netflix. Spotify users thought of the content
ranged from medium to personal, and their opinions on the content ranged between
okay to good. Spotify users were not united about estimating how much they could
affect music recommendations. This can be a result of Spotify’s hierarchy to present
content; some users understand how to use it in order to get specific music
recommended, and some do not. The level of intrinsic motivation to the task of
choosing type of music was therefore individual. Netflix users were more united
regarding the feeling of control and answered a three. None were likely to use Netflix
recommendations to find something to watch, they would rather rely on magazines,
websites or friends’ suggestions. Conversely, a majority preferred recommendation

services in Spotify to find something to listen to.
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Competence. Both Netflix and Spotify users thought that the variety of
recommendations was only okay, as was the case with Facebook and Instagram. A
low variety means that the users are exposed to similar content and not learning
from it. If the user only depends on recommendations, then there is not enough new

input provided in order to satisfy the autonomy in the long run.

Competence and choice. A recommendation from the Spotify resulted in 60%
often being positively surprised, the rest had not reflected upon this. 40% were
positively surprised by a Netflix recommendation, 40% had not reflected upon it
and 20% were negatively surprised. When entering Netflix homepage without
anything to watch, it was common that the users were experiencing negative feelings
like frustration or disinterest. Users were not experiencing curiosity. Spotify users
were, contrary, were likely to investigate further based on a recommendation such
as artist or albums, however their answers ranged across the whole scale. The rating
between Netflix and Spotify users regarding their perception about choice and
content differed markedly. 75% of Netflix users were unhappy with choice and
content, and the remaining 25% were happy. In the case of Spotify, 72% of the users
were happy with choice and content and only 28% were unhappy. Spotify users
thought it was quite easy to find new music. Netflix users thought it was a little
harder to find new movies or series. The answers on this section differed markedly
between Netflix and Spotify as the way the applications present content also differs.
There are more sections, menus and services within Spotify than Netflix. This can
be the reason why 72% of the Spotify users thought “there’s a lot to choose from
and I always find something good”, but only 25% Netflix users was felt this way
This implies that the way things are displayed has an effect on choice. Even though
the huge library, the majority of Netflix user’s thought that “there is a lot to choose
from, but nothing is good”. That is why this result can be directly translated to the
fact that the choice environment in Netflix is too complex or there is a mismatch in
the recommender system and the individuals’ tastes. As the content is filtered to fit
individual preferences, the user still has to pick something within the filtered content.
Motivation can more easily be activated through Spotify as their way of structuring
content gives the user a choice (rather than a pick) on what to listen to. A scenario
classified as choice can be “Should I let Spotify decide today, go with the Radio or
perhaps with my own Playlist?”. As for Netflix, there are less options that would be

classified as choice but more of picking, as their recommendations system is closer
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to a newsfeed format, with a scroll function for browsing different lists on the main

page.
4.3 Awareness

In relation to the respondent’s awareness of filtered content 54% thought they
received some personal content, 38% thought they received mostly personal content
and 8% thought they received no personal content. The respondents were generally
fine with giving up their data to the respective service they were using, such as what
they watch or what they listen to. However, they were expressed concerned about
personal data being shared to other applications, or the sharing of personal data
“other” than taste in music or movies. 87% had noticed a sudden change in their
newsfeeds based on something they did in the application. Their reactions to sudden
changes in their newsfeeds were mostly negative; many were annoyed at the
applications assumptions, but also concerned, and some felt they were being
supervised. Some respondents had noticed a shift to more mainstream content than

previously and that their newsfeeds were becoming more homogeneous.

The filter algorithms that operate in the background (they do not inform user that
content is filtered) are still evident to the user, usually by a sudden change of which
type of content that is displayed, based on a user action. The users’ responses to
these changes tended to be very negative. While the users responded well to filtered
content in the form of recommendations, the negative reaction to subtle filtering
related to newsfeeds where the amount of filtering is unknown, and where perceived

control of filtering and what content to be displayed is low.
5 Conclusions

The Self-Determination Theory has originally been applied to traditional social
environments, but these days it is fair to say that a technological environment makes
no exception for what is considered real, and that the technological environment can
be classified as a social environment. The results of this pilot study show that
connections between SDT and algorithm driven personalization is likely, and that in
turn can serve as guidelines for creating a satisfactory user experience. It is important
that the needs for self-determination are met, as they are not actualized themselves

but need external stimuli. As technology is continuing to be integrated into our
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everyday lives, it is therefore very important to include SDT when designing for a
long-term satisfactory user experience. The digital service should provide autonomy
that ensures the user has the ability to act out of own interests and values. By
clarifying what is filtered, the users get a stronger sense of autonomy while using the
digital service. It should also provide competence, meaning that the user should feel
competent about tasks and overall usage of the digital service. This can be achieved
by offering material that the user can learn from. If the digital service provides a
social aspect, then relatedness should be considered as well to give the user

opportunity to integrate the self into the social environment of the digital service.

The results point towards areas within SDT that are of importance in the digital
context: (1) Transparency of filtering increases trust to the digital service, and that
in turn enhances the user experience. When users are given the opportunity to
actively be able to choose when to consume filtered content and when not to, users
have an increased intrinsic motivation. Motivation is strongly connected to
autonomy. The increased level is a consequence of the user being able to act out of
own interests and values, at least to a larger extent than without transparency. (2)
Choice. It is not sufficient to serve the user with personalized or filtered content and
simply expect a great result. How filtered content is presented, and the complexity
of the choice environment is of great importance. It cannot be too complex, or too
simple, in order for the user to feel competent. The service should also offer choice

instead of just picking.

The study does not indicate that filtering is dangerous to the user experience. It is
rather how filtering is used that has an effect on users and whether their goals of in

relation to self-determination theory can be fulfilled.

The results regarding the different answers between Facebook/Instagram and
Spotify/Netflix show that it is cleatly not only filtering that affects people’s need for
autonomy, competence and relatedness, but the overall content provided and it
presentation within the application. Facebook has been accused of using algorithms
that are targeted towards the human triune brain by promoting viral media and click
baits. This could be investigated by performing a study based on competence from
SDT. The results of this study give indications on the choices to be made by content
providers in order to achieve a greater user experience. Further studies are required

about users, filtering and choice in digital services.
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1 Introduction

Nowadays application distribution platforms such as Apple App Store and Google
Play provide millions of different mobile applications (apps) to users. As of the
fourth quarter of 2019, there were around 2.57 million apps for android users and
1.84 million apps for App Store users available (Statista, 2020). Survival in such a
“hyper-competitive” mobile market was challenging to app developers (Comino et
al., 2016). It is therefore becoming increasingly important for app developers to
optimize app performance based on user needs (e.g., see Maalej et al., 2016; Maale;j

and Hadeer, 2015; Chen et al., 2014). One way to do so is through user involvement.

User involvement often takes the form of user reviews in mobile app development.
Unlike regular reviews for products and services, user reviews for mobile apps have
a more direct and influential impact over the life span of mobile apps. Poorly-rated
or unpopular apps could be phased out very shortly after launch, resulting in a waste
of development cost and effort. Most apps actively elicit customer comments as they
are useful to the app developers, who might not always be able to spot a non-
working feature. With so many different versions of smart phones and frequent
software updates (e.g., 10S 10 and iOS 10.3.2), one app feature may work in one but
not in another. Through spotting bugs, user reviews often offer valuable information
to enable continuous improvement of the apps. Users could submit their feedback
on their needs and experiences with an app like a missing feature or poor
functionality (Khalid et al., 2015; Panichella et al., 2015). Complaints from users are
actually of great value to further improvement of the app quality as they direct

developers to be more customer-focused (Barlow and Moeller, 1996).

However, the number of user reviews received could be immeasurable and
unmanageable. For instance, online gurus like Facebook could generate as high as at
least 2,000 user reviews per day (Chen et al., 2014). The aspects covered in the
reviews could be highly diverse, ranging from the price of the apps to the frequency
of advertisements. Manual processing and management of these reviews is simply
impossible, costly and overwhelming. More importantly, not all feedback is useful.
Almost 65% of app reviews were found to be noisy and irrelevant (Chen et al., 2014).
Some suggestions might be solely emotional and commercially infeasible, throwing

little light on what concrete corrections could be made.
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Most prior researchers focused on the development of analytical tools for
categorization of user reviews (e.g., Maalej et al., 2016; Maalej and Hadeer, 2015),
seldom questioning the actual benefits of the ideas from the user on app
development. It was presumed that user involvement (in form of user reviews) could
always lead to better app performance. Our study therefore aims to address this gap.
Though the notion of performance is multifaceted and could refer to various aspects
such as success, effectiveness, usability, comprehensibility, and satisfaction etc., our
study adopted a financial approach and focused on performance in terms of

revenues yielded from apps.

Specifically, we categorized and analyzed over 40,000 user reviews associated with
about 50 apps. We conceptualized user reviews with bug-fixing suggestions as
“customer led improvement” and examined its impact on revenues of apps. We also
took into consideration the time taken for app developers to respond to the user

reviews and examined the moderating role of developers’ responsiveness.

The remainder of this paper is structured as follows: first, we will explain the
conceptual framework and the related past studies. The research methodology and
the data analysis procedure will then be presented. Finally, the findings will be

discussed and the theoretical and managerial implications will be drawn.
2 The Conceptual Model

The development of our research model was grounded on the user involvement
literature. It sought to explain the effect of user involvement on app performance.
We relabeled user involvement as “customer led improvement” to align with the
focus of this study on bug-reporting user reviews. Developer responsiveness was

included as a moderating variable. Our research model is presented in Figure 1.
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Figure 1: The Research Model
2.1 User Involvement and App Performance

The notion of user involvement was well documented in the literature, referring to
the level of personal relevance and importance attached by users to the system (Barki
and Hartwick, 1989). In broad terms, it is defined as “direct contact with users”
(Kujala, 2003). User involvement may take different forms with varied levels and
degrees. It can be informative, consultative or participative in nature (Kristensson et
al., 2008). It is only helpful if certain involvement roles and development conditions
are fulfilled (Ives and Olsen, 1984). These conditions include, who should be
involved, which type of software with which the users should be involved, and in
which stage (i.e., when) of the software development the users should be involved.

Recently, it was observed that customers had become more and more involved in
the product development (Prahalad and Ramaswamy, 2013). User involvement was
essential and indispensable for system/ softwate developers as it helped to collect
more accurate user requirements and enable quality improvement, resulting in better
tulfillment of user needs and higher user satisfaction (Kujala, 2008; Kaulio, 1998).
User involvement was therefore recognized by previous researchers as beneficial to
the improvement of quality and performance (Berger et al., 2005). Terms such as
co-creation or co-design had emerged to describe the collaboration between

developers and users. Other terms included quality function deployment (QFD),
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user-oriented product development, concept testing, Beta testing, consumer
idealized design, lead user method and patticipatory ergonomics (Kaulio, 1998). In
the collaborative process, users may assume the roles of providers of information,

commentators or objects for observations.

User involvement could be totally undesirable when technical expertise is needed.
While the potential value of user feedback is not deniable, it may not always be

economically justified for developers to translate user feedback into actual software
features (Ives and Olsen, 1984).

2.1.1  Users vs. Customers in Mobile App Development

In the context of traditional system design, users may only be engaged in user need
elicitation or user acceptance test. Their involvement is minimal in other phases of
system implementation. In the context of mobile apps, app users are often
customers in nature. They go through similar purchase cycles like a customer. For
example, a user may perform app search and app comparison in the initial stage,
followed by order placement (for paid apps) or downloading and installation (for
both paid and free apps). After-sale service may take the form of making inquiries
at the helpdesk of the app developers. As the roles of users and customers have
become blurred in the context of mobile apps, the terms “users” and “customers”

are used interchangeably in this study.
2.1.2 Customer Led Improvement

User reviews, if carefully and properly screened and processed, could be vital to
ongoing improvement of app performance. For example, a user might point out
specific problems of how usage of an app led to slowing down of his/her iPhone.
With many varieties of smartphones available, it was difficult for app developers to
detect bugs specific to a particular phone model. Frequent software updates (e.g.,
i0S) rendered it even more complicated to test functionalities and compatibility of
apps. User reviews could be a good source to identify usability issues. Though some
users may be tech-non-savvy, the problems experienced by them might never be
foreseen in the development process. Their feedback could still help developers to
enhance user-friendliness of the apps. Appropriately addressing user reviews could

be of strategic value to developers (Gutt et al., 2019). In this study, we focused on
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user reviews of the nature of bug-reporting. We conceptualized user reviews with
suggestions on improvement as customer led improvement. It denotes reports from
users about unwanted errors, bugs, annoying advertisements and other usability
problems. Customer led improvement offer insights to developers to improve
features and performance of apps, resulting in greater efficiency of development and

higher user satisfaction (Kujala, 2008). Accordingly, we hypothesized that:
H1: Customer led improvement has a positive impact on app performance.
2.2 Developer Responsiveness to User Reviews

The time taken by developers to respond to user reviews on app improvement may
matter (Vaniea and Rashidi, 2016). After a user submitted his/her feedback, he/she
may tend to expect the developer to address the bug quickly. This is particularly
important to individuals who are current users of the app. If the developer response
is slow, the individual may continue to experience the bugs in the regular app usage
and may eventually rescind usage or even uninstall the app. Conversely, users may
tend to be more positive about the app if their concerns and problems were
addressed promptly. The shorter the time taken to respond to user reviews, the
greater the effect is the reviews on improvement of app performance. Accordingly,

we hypothesized that:

H2: Developer responsiveness negatively moderates the relationship between

customer led improvement and app performance.
3 Research Methodology
3.1 Research Context

The data was collected through a business intelligence company that retrieved panel
data on a range of health and fitness apps, including the app user reviews and
revenues generated from each app. Health and fitness apps were considered
appropriate for our research focus as they tended to be used personally and users
were likely to have more feedback on what improvement could be made. Another
reason for the choice of these apps was that their target users were ordinary people.

This should enable our research to be generalizable to other apps of general interest.
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Only apps that had been active for at least one year were included in the sampling.
Active apps should provide more valid results as it was common in the mobile apps
industry that numerous apps could have been removed before their official launch.
A total of 50 apps were selected for our analysis as their revenue constituted almost
75% of the total revenue in the health and fitness apps market. There were 189,527

user reviews available for these selected apps.

In order to measure the effect of user reviews on app performance, a specific
research time frame was defined. Only reviews posted after the second last updated
version and before the latest version of the apps were included in our samples. This
enabled us to examine whether the user reviews led to improvement in the resultant
update of the apps. The final sample consisted of a total of 40,619 user reviews,
representing 21.4% of the total reviews associated with the selected apps.

3.2 Measurement
3.21 Customer Led Improvement

User reviews were used as proxies for improvement suggestions provided by
customers. A subtraction and categorization process were conducted to identify the
reviews that specifically pertained to improvement suggestions. Many tools were
developed to support the search, screening, and extraction of useful information
from user reviews. A review of the current literature showed that different tools were
built with different mining objectives. Examples included MARK (Mining and
Analyzing Reviews by Keywords) (Vu et al,, 2015), MARA (Mobile App Review
Analyzer) (Iacob and Harrison, 2013), ALERTme (Guzman et al., 2017), and AR-
Miner (App Review Miner) (Chen et al., 2014). These tools made use of techniques
like natural language processing, topic modeling, clustering and machine learning
algorithms to search, classify, extract, group and rank user reviews based on pre-
defined keywords or categories. In our study, Python coding was used to perform

the screening of user reviews.

The screening took two steps. First, generic reviews were subtracted to isolate the
specific reviews (Chen et al., 2014). Generic reviews were noisy and irrelevant reviews
that did not provide any information on ways of improvement Examples of such

reviews were “by far the best app on medjtation!” and “I love this app and have done since the
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moment 1 started using it. Potentially helped me get through a period of anxiety...”. Specific
reviews, on the other hand, were those that stated a specific actionable function, that
is, a function that the app developer can fix or improve. A total of 7,654 specific

reviews were identified.

Next, the specific reviews were categorized to shortlist the improvement-related
reviews. Consistent with previous studies, reviews concerning bugs and too many
advertisements (embedded in the apps) were considered customer led improvement
reviews (Maalej et al., 2016; Maalej and Hadeer, 2015).

A bug review reported on an unwanted error in an app. It could be any kind of
problems with the app, a crash, an error or a performance issue arising from
programming failure by the developer (Maalej and Hadeer, 2015). Examples of such
review were “it’s not letting me sign up and 1 deleted the app and re-downloaded it but it’s not
working” and “if you open the app in the watch it tries to connect for a minute (literally a minute)

then crashes”. Keywords used to screen for bug reviews were “bug”, “fix”, “problem”,
“issue”, “defect”, “crash”, and “solve” (Maalej and Hadeer, 2015).

A review complaining about too many advertisements indicated that ads popped up
too frequently and caused user annoyance. Reducing the number of ads might be
room for improvement for the developer. Examples of these reviews were “paid for
the ap. Still get ads pushed to me. Don’t advertise to me if I paid the money for the non-ad version”
and “T'he avalanche of ads makes it unusable unless you pay §3 each and every montly”.

3.2.2 Developer Responsiveness

Developer responsiveness was measured by the time interval (number of days) from
the first posted date of the user review to the update date when the bug was fixed

or the advertisements were removed.
3.2.3 App Performance

App performance could be operationalized in a number of ways such as the number
of downloads and app ratings etc. In this study, app performance was measured
using the revenue generated from the app during the research time frame. This

allowed us to examine the financial impact on the app developers more directly.



Miriam Erne, Zhiying Jiang and 1 anessa Lin:

Do User Reviews Matter? Empirical Evidence on the Role of User Involvement in App Performance 167

Revenues could include purchases of apps, micro-transactions within an app or in-
app advertisement IADV) (Ghose and Han, 2014). The revenues for each app was

computed by a summation of the daily revenues for the research time frame.
3.3 Data Analysis

Regression Analysis was conducted to analyze the correlations in the measurement
model. It enabled us to examine the significance and the magnitude of the impact
from the independent variable (customer led improvement) on the dependent

variable (performance in terms of revenues) (Mooi and Sarstedt, 2011).

As the data for customer led improvement took the form of written user reviews,
steps were taken to convert the text data into numerical data. Each review was
enumerated with a Python code respectively according to its match with the
categories of “bug” or “too many advertisements”.

4 Results and Discussion

The results of the regression analysis were presented in table 1 below.

Table 1: Results

Unstand. Stand.
Coefficients | Coefficients

B Std. Error Beta t Sig
Model 1 - 7292.185 2456.607 523 | 2.968 | .005
Customer Led
Improvement
Model 2 - 29,805.931 12,470.637 2,139 | 2.390 | .021
Customer Led
Improvement
Moderator of -612.97 316.019 -1.736 | -1.94 | .058
Customer Led
Improvement
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The overall model was significant with a p-value of 0.007. H1 was supported (0.005),
meaning that customer led improvement has a positive significant impact on app
performance in terms of revenues. The overall R-square was 0.190, which was

satisfactory and typical for exploratory research (Mooi and Sarstedt, 2011).

The moderating effect of developer responsiveness was only supported with an
alpha of .1 (.058). It was negatively associated with the link between customer led
improvement and app revenues. With shortened response time, the impact of
customer led improvement might increase the revenues from $7,292.19 to
$29,805.93, demonstrating the negative moderating effect of developer

responsiveness.
5 Implications and Directions for Future Research

Our findings provided empirical evidence on the value of user reviews on bugs and
other usability issues. It was challenging for app developers to identify all possible
bugs in view of the jungle of different smartphone models and rapid software
updates. It was more cost-effective to adopt the approach of management by
exception and rely on user reviews to report on problems and errors. As customers
acquired hands on experience with usage of the app, they were more able to
suggestion solutions. In other words, co-creation of apps with users should be
encouraged to enable continuous improvement of the app performance (Gustafsson
etal, 2012). Itshould lead to strategic value to the developers in the long run (Gutt
et al,, 2019). It would be worthwhile for app developers to invest in management of

user reviews.

We also tested the moderating effect of developer responsiveness on the relationship
between customer led improvement and app performance. Though significant, the
effect was not very strong. One plausible explanation is that developers may have to
launch app updates very frequently after addressing each bug or improvement
suggested by users. The recurring need to update the app may be annoying to users
(Vaniea and Rashidi, 2016) and discourage them from the continued usage of the
app. However, existing users might also grow impatient if bug fixing took excessive
time and the non-workable features constantly caused disruptions. App developers
should therefore ensure user reviews on improvement were properly addressed

within a reasonable time frame (Schenchk, 2013; Armerding, 2012).
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In future research, this study could be tested using other app performance measures,
such as the number of downloads, user ratings, or app rankings. We only examined
user reviews with bug-reporting. Other researchers could investigate the impact of
user reviews with a different nature, such as those focusing on making innovative

suggestions to the developers.
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1 Introduction

Due to the current economic trends of globalization and digitization, today’s
companies are faced with sometimes radical changes in their corporate environment
(Astor et al. 2016, Friedrich 2016; Welter et al. 2014). In order to remain competitive
and innovative in this volatile environment, companies have to adapt fast to
changing markets and requirements (Ludwig et al. 2016, Schulz & Riedel 2016).
Therefore, project-based work forms play a crucial role in the work organization of
today’s companies because project work makes it possible to react fast and flexible
on changing demands (Keegan & Den Hartog 2019; Turner & Miterev 2019).

The ability to recognize and use the relevant knowledge resources is central in
project-based forms of work (Handzic & Durmic, 2014). Furthermore, it has been
proven in numerous studies that inadequate knowledge management is a main cause

of project failure (e.g. Desouza & Evaristo, 2004).

However, because of digitization and virtualization, the conditions and challenges
of project knowledge management have changed. Particularly, higher amounts of
information and knowledge available and increasing knowledge interfaces inside and
outside of projects requires new technological solutions, in order to control critical

knowledge flows as well as to keep transparency of available knowledge.

The current paper addresses this problem and suggests an integrative technological
approach, which may support project knowledge management in virtual

environments.

In a first step, the authors present a novel RPA-based framework for supporting
controlling and integration of critical knowledge flows in projects. In a second step,
the authors introduce a practical graph-based approach for knowledge mapping in
projects. For this purpose, ontology-based knowledge maps are suggested to

appropriately capture and organize project knowledge.
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2 Challenges of Project Knowledge Management

A central base for the success of project management is effective information and
knowledge management (Davidson & Rowe 2009; Gasik 2011; Handzic & Durmic
2014). In fact, one main reason for using project-based work-forms is the prospect
of pooling and transforming specialized and dispersed knowledge to generate

synergies and innovative services and products (Handzic & Durmic, 2014).

But, particularly due to the current economic trends of digitization and globalization,
the conditions and opportunities of project-based work are changing radically
(Turner & Miterev 2019). Examples are increasing virtualization of project work
environments, new sources of information and knowledge, and knowledge
intensification of processes. As a consequence, there are several upcoming
challenges and tasks for project-based knowledge management, e.g., management of
large amounts of data and information, controlling of virtually distributed knowledge

flows, and the appropriation of novel technological tools and solutions.

Results of a current study on challenges and success factors of processual knowledge
management in IT-projects confirm a variety of conditions that need to be
considered when managing knowledge processes in project teams (Kneisel, Tietz &
Werner 2020).

The mentioned study based on 27 in-depth interviews with members and leaders of
20 project teams, stemming from six German companies in the IT sector.
Interviewees were invited to describe situations, which they perceived as success-
critical for effective project knowledge management, in as concrete and

comprehensive as possible.

Study results show that specific characteristics of project environments can inhibit
effective knowledge processes. Particularly, heterogeneous information and
knowledge channels, information overload, high amount of knowledge interfaces
inside and outside of projects as well as spatial separation hinder sharing and
integrating of project-based knowledge. Furthermore, localization and visualization

of relevant sources of knowledge are challenging. Different networks make it
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difficult to keep track of existing knowledge. As a result, existing knowledge
resources — and relations are underutilized.

In sum, current results indicate two central requirements for successful project
knowledge management. Firsz, project knowledge management requires a central
controlling function for coordinating flow and storage of dispersed knowledge.
Knowledge flow must be controlled in a structured and targeted manner in order to
successfully implement specialized and heterogeneous knowledge and expertise in
project teams. Probably due to the lack of time and implicit control mechanisms,
there is a high need for supporting explicit management of knowledge processes,
e.g. by a central technical integrator and controller. At best, such a central controlling
instance has a high level of meta knowledge about individual expertise, relevant team
processes as well as rules and norms within the team, which helps to localize and
coordinate relevant knowledge within the team. Secwnd, there is a high need for
capturing and visualizing relevant knowledge available, e.g., through knowledge
maps. Knowledge maps may support identifying, organizing, and visualizing kind,
ownership, and connectedness of critical knowledge in and outside the project. As a
result, they help to find the most relevant knowledge for project management to

make proper decisions and solutions.

Based on the outlined challenges of project knowledge management, in the following
a promising technology-based approach is presented, which combines a RPA-based
framework for knowledge controlling with a graph-based solution for knowledge

mapping.
3 Robotic Process Automation for Project Knowledge Management
3.1 Robotic Process Automation

Robotic Process Automation (RPA) is understood as the automation of well-
structured and rule-compliant processes which have been performed by human
agents so far by means of software robots (Willcocks et al. 2005, pp. 5-6, Mendling
et al. 2018, pp. 300-302, Allweyer 2016, pp. 1-3, IEEE 2017, p. 11). For that the
software robot (or bot) imitates the behavior of the human agents, i.e. it enters data
into or reads data from control elements of programs (e.g. entry masks), changes
data, moves data between programs or starts programs (Allweyer 2016, p. 2,
Czarnecki & Auth 2018, pp. 116-117).
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The objective of RPA is the elimination or at least minimization of human
interaction within a business process. Bots can handle processes much faster, in
higher quantity and without changes in quality. With bots taking care of the repetitive
and tedious tasks, humans are free to concentrate on the tasks that involve decision
making or are of immediate use for the customer (Hofmann et al. 2019, p. 3,
Mendling et al. 2018, p. 302, Smeets et al. 2019, p. 22, Willcocks et al. 2015, p. 6).

Bots are not bound to single systems; they can emulate users across different
systems. By mimicking human behavior bots do not (necessarily) need application
programming interfaces for system access. Thus, the existing systems remain
unchanged. RPA simply creates a supplementary layer of technology above the
existing I'T landscape without any program or data integration (van der Aalst et al.
2018).

This aspect is the reason for the high expectations of a robotic process automation
(Bingler 2019, Czarnecki & Auth 2018, p. 117): With only minimal changes to the
existing I'T landscape processes can be optimized and automated much faster than
with the introduction of new software or the revision of existing systems and the
time-consuming integration of all systems on an technical level. There is
recognizable potential for process automation and for significant cost reduction
(Smeets et al. 2019, pp. 22-23, Lacity et al. 2015).

The initial stage of RPA adoption comprises the automation of well-defined
processes (Agostinelli et al. 2019). The next stage will see the combination of RPA
with techniques of artificial intelligence (AI) to an “Intelligent (Process)
Automation” (Berruti et al. 2017, Huang & Vasarhelyi 2019, p. 9, Bingler 2019,
Bremmer 2019, Safar 2019). RPA bots are supposed to take over more unstructured
processes and decision-making tasks and learn from human users and previous
process executions (Mendling et al. 2018, p. 301, Czarnecki et al. 2019, pp. 799-801,
Bremmer 2019).
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3.2 Graph Database and Bot-based Solution for Project Knowledge
Management

3.2.1 Parameterizable Bot Structures

Project teams that operate virtual and across organizational boundaries are subject
to the need to work with a wide variety of application systems and to exchange data
between them. Due to security-related and legal framework conditions, this can
rarely be achieved via technical interfaces. As solutions available on the market show
heterogeneity in terms of technology, functionality and usability and the short
innovation cycles in the field of teamwork-relevant software, a desired solution for
project management must necessarily be highly flexible and be able to interact with
any software. This is not in the nature of API-based system communication but can

be solved using the RPA approach.

In contrast to classic use cases of RPA or Workflow Management, in which the
processes can be implemented in a stable and thus fixed manner, a useful application
of RPA in the context of virtual teams is only effective through highly

parameterizable bot structures that are based on a knowledge database.

In a bot-based approach, a team bot supports or replaces the previous human
integrator, who was necessary for the control of team processes and who had the
relevant, sometimes implicit, process knowledge. The latter is explicated in the bot-
based approach and persisted in a corresponding database (specifically a graph
database, GDB; see chapter 4).

The current survey (Kneisel, Werner & Tietz 2020) initially revealed the need to
store information about team members, their roles, relevant information objects,
their storage locations as well as distribution scenarios for information objects.
Furthermore, the flexible storage of team rules, i.e. of explicit process knowledge, is
needed. These requirements can be met using the bot-based solution described

below (see tigure 1).
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GDB AND BOT BASED SOLUTION
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Figure 1: GDB and bot-based solution for project knowledge management.
Source: Authors

The core idea here is not to persist process-related information in a proprietary way
within RPA systems, but rather to store it in a widely accessible knowledge database
based on a graph database. The rules stored there can be directly linked to existing
data objects in the database, and, at the same time, RPA systems from different
suppliers can execute the process knowledge.

3.2.2 Frontend tier

End users communicate with the system via classic applications (personal
information management software, messaging clients, VolIP software, etc.) or, for
example, via chatbots. Events arising from this trigger the corresponding control
workflow. Such events can also be raised by periodic jobs.

In this area there will be lots of add-ons using Al to optimize the work which has to
be done in the front-end tier. A recent study depicts many areas for the application
of Al to RPA (see Koch & Wildner 2020).
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3.2.3 Process tier

On the process tier a central control workflow runs to select the correct response
(i.e. a procedure with a collection of tasks) to a specific trigger. The control workflow
executes the procedure tasks linked to the trigger based on information stored in a

graph database.

However, the workflow is not a complete implementation of the process at design

time, rather the relevant process information is obtained from a graph database.

The process tier has to handle aspects of system stability, integrity and scalability.
The workflow and its information container are intended to be completely
information agnostic to work in its intended generic implementation. Specific
knowledge (as to how people of a team interact, etc.) is stored exclusively in the

graph database.
3.2.4 Adapter tier

The control workflow as well as the actual interaction with target systems is realized
via software bots using RPA technology. This ensures that changes to the IT
landscapes in which the bot-based solution is applied are reduced to a minimum.
However, if there is a continuous, simple and secure way to adress an API, the usage
of this kind of connectivity should be preferred. If not available RPA will be the

technology of choice.

Here, a target-system-specific implementation takes place at design time and the
relevant execution parameters are transferred, which are obtained from the
knowledge database through the control workflow, at runtime. At this point there
has to be also deep knowledge about the information gathered in the workflow

container.

Actually, the adapter tier looks quite similiar to normal RPA projects, only without
the flexible structures we discuss in the paper. But the reusability of the elements

will be much higher, if the concept proposed here is followed consistently.
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4 Persistence Layer using Graph Database Technology
4.1 Graph Databases

The persistence of process knowledge must be implemented in such a way that, on
the one hand, a flexible expansion of the data structures is possible, for example the
arbitrary addition of entities, and on the other hand there must be the possibility of
using e.g. Al, data mining or process mining technologies on this data. In this

context, implementation is based on a graph database (GDB).

Graph databases are used primarily when connections between data objects are more
important than the data itself. Compared to relational databases, a particular
advantage is the improved representation and investigation of complex systems. The
many different relations are represented in the form of graphs. Thus, they can also
be visualized much more efficiently. The use of these databases has become
particularly prevalent over the last decade. In principle, they complement other
concepts, such as hierarchical or relational databases (Angles & Gutierrez, 2008).

Many graph databases provide tools for a graphical representation of the data. It
enables visualizations that make it easier for people to recognize connections
visually. In combination with process models, such as the robotic process

automation, this opens up new possibilities for gaining knowledge.

With process models, it depends first of all on how much time is spent on individual
stages. In addition, people play a role in robotics, since these tasks are designed for
robots. Graph databases, in combination with semantic tools or artificial intelligence
in general, allow to model knowledge in these approaches. In content-rich processes
it is particularly important that documents and roles are semantically processed. In
fact, the content rarely depends on quantitative values like in a normal database, but
on the connections. Thus, we apply graph databases. Hereby, so-called edges and
nodes play an important role (Jouili & Vansteenberghe, 2013).

If we now look at our processes, that we intend to automate using RPA, it is not
primarily the absolute values that matter, but the connectivity. This enables us to

answer questions such as the following: What is the shortest route that can be taken
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when a user submits an error to the help desk, for exampler? If there are similar
problems, we can identify these, by looking for specific clusters in corresponding
visualizations. However, the images are not essentially required since graph database

often come with a specific query language such as Cipher for Neo4] (Wood, 2012).
4.2 Design of the persistence layer

The meta model of the persistence layer differentiates master data — even transaction
data if needed and not usefully stored in backend systems — as well as rules, e.g.
approval limits and the actual process information. In the interests of greater
reusability, standard tasks are first encapsulated and then reused in procedures. (see

figure 2).

Master Data Rules Standard Task Procedures

is determined by

consists of

| uses

consists
of

Figure 2: Data meta model

Source: Authots

The graph database contains data objects in the classical sense as well as process-
related information, represented here by procedure steps and standard tasks. A
procedure is then executed step by step by the Workflow Engine of the RPA system.
Encapsulated in standard tasks, the relevant data objects are obtained for each
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procedure step. It is also possible to access rules directly from Business Rules
Frameworks. Figure 3 illustrates an example of such a persistence solution.

Master Data Standard Task Procedures

e
=

cie

Figure 3: Modelling of master data, rules and procedures (example).
Source: Authors

5 Conclusion

This paper suggests an integrative approach to optimize knowledge management
tasks in project management using modern technologies such as GDB and RPA.
Where a high degree of flexibility and reusability can be recognized, it is provided by
the separation of tiers and especially the persistence layer.

The explication of project knowledge can be supported in this way and, above all,
methods of Al can be applied to the data and process information.

Further research in the project described here will first investigate the mapping
process of the content in the graph database and link it to data objects. Furthermore,
we plan to “find” optimum process paths by elucidating content relations machine
learning. For this purpose, we plan to investigate a standardized process with and
without graph databases/Al. Exemplary and specific processes from the project
management environment, especially elements of the executing process group

according to PMI (PMI, 2017), will be used to validate the procedure in practice.
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1 Introduction

Social media has over the last 15 years gradually become a natural, and important,
part of our everyday lives and today different social media channels are used in both
professional and private matters. Social media is a “group of Internet-based
applications that build on the ideological and technological foundations of Web 2.0,
and that allow the creation and exchange of user generated content” (Kaplan and
Haenlein, 2010, p. 61; Edosomwan, Kalangot Prakasan, Kouame, Watson and
Seymour, 2011; Lashgari, Sutton-Brady, Solberg Seilen and Ulfvengren, 2018).
Today there is a vast range of social media platforms stretching from content sharing
sites (e.g. YouTube) to full social network sites (e.g. Facebook) (Kaplan and
Haenlein, 2010, Withheld, 2017). The foundation of Web 2.0 lies in the collaboration
(Berners-Lee, 1999), the interaction and the two-way exchange of information.
These factors have been crucial for the success of social media as a dominant
platform for communication and media exchange (Edosomwan, Kalangot Prakasan,
Kouame, Watson and Seymour, 2011; Lacka and Chong, 2016). The two-way nature
of internet based communication technologies, such as social media, makes them,
not only, an effective and dynamic medium for business-to-consumer (B2C)
exchanges (Leonardi, Huysman and Steinfield, 2013; Tarnovskaya and Biedenbach,
2018) but also for political and social activities. Furthermore, they also enable
communication between dispersed and decentralised individuals and entities
(Kaplan and Haenlein, 2010; Wang, Rod, Ji and Deng, 2017). Previous research on
social media has indicated that businesses experience a positive effect when using
social media. The two-way nature of social media makes these channels very
effective when aiming for customer engagement since the channels give businesses
the possibility to listen, respond and engage in discussion with customers (e.g. Jones,
2010; Tsimonis and Dimitriadis, 2014). However, the effect of social media on
branding has been mentioned as complex and unpredictable (Tarnovskaya and
Biedenbach, 2018) as in certain the uncontrollability of Twitter for businesses has
been seen in the use of hashtags (Withheld, 2014). Regarding B2B exchange on social
media, Cawsey and Rowley (2016) propose six components for an effective B2B
social media strategy — monitoring the social media space, empowering employees,
creating compelling content, stimulating e-WOM, and integrating social media
marketing with other marketing more traditional strategies. However, the role of
social media as a means for business-to-business communication and the differences

in channel effectiveness has not as clearly been investigated (Lashgari, Sutton-Brady,
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Solberg Seilen and Ulfvengren, 2018; Withheld, 2017; Hinninen and Karjaluoto,
2017). Previous research suggests that integrating social media into marketing
communication is challenging and a social media presence is not effective as a
standalone channel but rather should be supported by personalised communication
(Hinninen and Katjaluoto, 2017; Valos, Habibi, Casidy, Driesener and Maplestone,
2016). Digitization of communication and the digitalization of society has allowed
for a far more holistic impact on businesses than just around their communication
and has changed how competitive advantage is gained and sustained (Brynjolfsson
and McAfee, 2014; Wang, Rod, Ji and Deng, 2017). Today innovation, and especially
open innovation, has been deemed important to cope with the increasing need for
quick moves to gain and sustain competitive advantages in the increasingly
aggressive and fast paced competitive environment (Chesbrough and Appleyard,
2007; Lee, Park, Yoon and Park, 2010). Simula and Ahola (2014) categorise four
distinct crowdsourcing configurations - Internal crowdsourcing, Community
crowdsourcing, Open crowdsourcing, and Crowdsourcing via a broker. In this
model, community crowdsourcing and open crowdsourcing give scenarios with the
focal firm both in (higher) control and with a high degree of openness of their

crowdsourcing activities.
2 Crowdsourcing Innovation

One of the ways that companies have found to access knowledge to source
innovations is by using social media, such as blogs, to collect innovative ideas from
their users (Jussila, Kérkkdinen and Multasuo, 2015). This online exchange has the
potential to generate increased “collaboration among the organisation employees
and giving the organisation an image of a more ‘open to critique and new ideas’ kind
of organisation” (Scupola and Westh Nicolajsen, 2013, p. 35) and, hence, support
the foundations of open innovation. It is also important for companies to include
social media in the dialogue with customers and in their marketing mix, as customer
engagement through electronic word-of-mouth (eWOM) using Twitter enhances
overall engagement and brand loyalty (Jones, 2010; Tsimonis and Dimitriadis, 2014).
However, it is noted by Chesbrough (2011) that taking this “relationship” with
customers to crowdsourcing comes with a caveat, that the community from which
this wealth of ideas is obtained must be propetly cared for and engaged, otherwise

their willingness to participate will be destroyed. Social media can be utilised across
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the stages of innovation from ideation to commercialisation providing creativity,
expertise and collective intelligence and different social media channels serve
different roles in the innovation process (Jussila, Kirkkiinen and Multasuo, 2015;
Lashgari, Sutton-Brady, Solberg Seilen and Ulfvengren, 2018; Mount and Martinez,
2014). Compared to other social media, such as Facebook, Twitter enables the
dissemination, feedback and ideation in real time for product development without
the interference of algorithmic timeline distortions (Leek, Houghton and Canning,
2017, Mount and Martinez, 2014). The almost instantaneous exchange of
information enabled by social media and the ability for this information to contribute
to innovation was the impetus for the investigation of the role of the microblogging
service Twitter as a possible source of innovation (Kubowicz Malhotra and
Malhotra, 2016; Mount and Martinez, 2014). Researching identifying how
companies use social media has risen in prominence during the last ten years
(Lehtimaki et al. 2009; Withheld, 2017). However, Twitter use in industrial markets
is more recent phenomenon with firms using Twitter to manage interactions with
customers (Andzulis, Panagopoulos and Rapp, 2012). Companies from different
industry sectors tend to use Twitter for different purposes (Xiong and MacKenzie,
2015). According to Swani, Brown and Milne (2014) marketers use Twitter to
message differently between the industrial and consumer context. Furthermore, B2B
companies tend to use more emotional than functional appeals in their tweets and
avoided the “hard sell” (Swani, Brown and Milne, 2014). Leek Canning and
Houghton (2016) show how the follower’s response to the Twitter messages by
utilizing the Task Media Fit Model. With a semiotic single case study Mehmet and
Clatke (2016) provide a review of the meanings of specific online virtual
conversations (Facebook, Twitter and website). The lack of research around the use
of Twitter in the B2B context has led to this research investigating how Twitter is
used by small and medium sized firms to support innovation within and between

companies.
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3 Methodology
31 Interviews

Though there is a considerable amount of academic research around text mining and
data mining companies Twitter feed (He and Wang, 2016; Liu, Cao and He, 2011;
Mehmet and Clarke, 2016; Swani, Brown and Milne, 2014), very little research has
been published on the motivations for the use of Twitter in business relationships.
The interviews sought to investigate the interviewees’ behaviour on Twitter,
including what activities they used it for, their motivations behind whom they chose
to follow on Twitter and how they used it to grow business relationships and
company profile. The interview data is from 52 interviews carried out from August
to October 2015 across 5 European countries — Great Britain (12), Germany (11),
Sweden (8), Finland (13) and Norway (8). The sample was based on individuals that
used Twitter in their role in B2B marketing. While it is a convenience sample the
behaviour was surprising similar across cultures and industries. Regarding the official
role at the company, 40% were involved in a marketing role, 21% being a founder,
15% chief executive officer and 11% involved in IT related activities. Furthermore,
75% had worked for in their current role for five years or less. The organisations for
which the interviewees worked ranged from consultancy or micro businesses
employing less than 10 people to large multinational businesses employing over
2,500 people. Of the 52 companies 75% had 100 or less employees, and 57% had

25 or less employees and these were predominantly IT related start-ups.
3.2 Structural Topic Modelling

Text data sourced from social media and other electronic media is usually very large
and has higher order dimension. Topic models are probabilistic statistical text
mining algorithms for discovering the underlying meaningful text organisation of a
document to uncover the main themes in an unstructured collection of text.
Hoffman (2001), proposed one of the first such probabilistic topic modelling
algorithms, which was then succeeded by Latent Direchlet Allocation (LDA) by Blei
et al (2003). Blei et al. (2003), proposed LDA as an unsupervised approach that
assumes a document comprises of multiple topics. Topics are defined as a

distribution over a set vocabulary of terms (words). Topic modelling algorithm
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assumes that a certain number of topics (k) are present in a collection of (n)
documents in different proportions. Each term (word) originates from one of the
topics, which is identified from the per-document distribution over topics. LDA
defines a dirichlet distribution to identify these topics for each document. For the
sake of brevity, the technical details of LDA are not mentioned here. The text mining
analysis in this study used STM to search for possible topics in a sample of tweets
posted by the interviewees. The STM method is particularly useful in this analysis as
it allows for inclusion of metadata in the text corpus. This allows STM to model
topical prevalence, specified as simple generalised linear model on a number of
document-level covariates. The STM method has been gaining popularity in
academic research to generate topics from vatious sources of data like, international
newspapers, open ended interview responses, and online class forums as well as
Twitter data (Lucas, Nielsen, Roberts, Stewart, Storer and Tingley, 2015; Reich,
Tingley, Leder-Luis, Roberts and Stewart, 2015; Roberts, Stewart and Airoldi, 2016).
The text corpus used for the topic modelling exercise consists of tweets posted by a
group of interviewees from companies with less than 100 employees as companies
are categorised as Small or Medium Scale Enterprises (SME)!. To investigate SMEs
use of Twitter for innovation and crowdsourcing, the data set was divided into
companies that used Twitter at least once a month for innovation and less than once
a month, based on their responses during the interview. The final sample of 38
companies with 10 having reported using Twitter at least once a month for
innovation and crowdsourcing and the rest 28 using it less than once a month. This
binary classification for SMEs is used as the covariate in the STM analysis to check
if the topic prevalence differs in these two SME classes. The tweet database included
the most recent 500 tweets or less (depending on the number of available tweets)
per user which were downloaded subsequent to the interviews being conducted. The
data sample contains 15,054 multilingual tweets from 38 Twitter handles. As the
tweets are posted in various languages (e.g., Finnish, German, Swedish), they are first
translated to English using the Google Translate API (via Google Sheets)? for the
analysis. Although it wasn’t possible to double-check all the translations, translations
from familiar languages, e.g. Swedish, Finnish, German etc, were randomly checked.

For the topic modelling exercise, the dataset is pre-processed to remove non-

1 'This definition is not absolute here, it can vary in different countries based on their categorisation. This was use
this for convenience and to account for small companies.

2 There are some studies which support the use of Google Translate API or similar machine translation tools
for text mining (Lucas et. al., 2015 and de Vries, Schoonvelde & Schumacher, 2018).
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character text, html code, and common English stop words. The dataset is further
stemmed to reduce words to their root form before conducting the analysis.
Additionally, the words appearing in less than 10 tweets are dropped from the
dataset, which adjusts the vocabulary and the number of tweets resulting in 14704
tweets and 1768 words in the vocabulary.

4. Results and Discussion
41 Results from the Interviews

While 85% of interviewees checked their Twitter account daily, only 46% of
interviewees tweeted daily. The survey found that T'witter as a channel was primarily
used as a communication and information gathering platform by individuals
(Hinninen and Karjaluoto, 2017). The interviewees did not consider they had to use
Twitter to compete in their industry, and generally were one of the few Twitter uses
in their company (Keinidnen and Kuivalainen, 2015). When asked what factors the
interviewees considered when deciding to follow someone on Twitter (Table 1)
being knowledgeable and influential were considered to be important characteristics

of those that the interviewees chose to follow (Hinninen and Karjaluoto, 2017).

Table 1: Characteristics Important in the Decision to Follow

How important are the following in your decision to follow Mean
someone on Twitter

Their level of authenticity 5.86
Quality of Information they share 5.84
Their relevance to your business 5.67
Their expert knowledge 5.33
Their level of integrity 5.29
Their level of influence in my industry 4.92

Interviewees cited other factors in their decision to follow someone, and these
included “level of innovative thought”, “new inspiration and ideas” and “learn from
others, reciprocation of interests”. The authenticity and integrity of the accounts the
respondent followed was considered important, as the tweets of the accounts that

the interviewees followed appear on their Twitter feed (Valos, Habibi, Casidy,
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Driesener and Maplestone, 2016). If the content was inappropriate this reflected
poorly on the account owner and company. Similarly, the main reasons the
interviewees unfollowed someone on Twitter was the thought that the information
provided was no longer of interest, trustworthy or of sufficient quality. The benefits
of using Twitter (T'able 2) mentioned by the interviewees included the ability to build
trust, provided quality information distribution and exchange and linking or

collaborating with others in the industry.

Table 2: Importance of the benefits of Twitter

Rate the importance of these possible benefits of Twitter Mean
Builds your company’s brand 6.06
Quick way to distribute information 6.04
Builds trust with others 5.87
Put you at the “Top of mind” for your customers 5.56
Linking to others in the industry 5.54
Gathering business intelligence 5.02

These finding is in line with the commitment-trust theory of Morgan and Hunt
(1994) and similar to Quinton and Wilson (2016) findings with LinkedIn. When
asked to identify the risks of using Twitter, issues such as loss of control of the
conversation, being misunderstood and the negativity of others were raised (Mehmet
and Clarke, 2016; Valos, Habibi, Casidy, Driesener and Maplestone, 2016). In light
of this, it was surprising that when asked if the interviewees had social media
guidelines, only 48% said they had a formal written policy, 17% had an informal
policy, and 35% said they had no policy at all. This finding is consistent with Iankova,
Davies, Archer-Brown, Marder and Yau (2018) who found a lack of formal strategies
in B2B firms. The interviewees were asked to describe the types of guidelines they
applied when using Twitter; common responses included being conversational,
informative, quality content and the use of common sense when posting
information. Of their experience of using Twitter 92% of the interviewees agreed
that “using Twitter enhances your creditability” and 75% agreed that using Twitter
makes it easier to gather information, which is in line with the concept of social
enhancement raised by Yavuz and Toker (2014) in the B2C context. The benefits of
Twitter included; “quick way to distribute information”, it was beneficial when
“gathering business intelligence”, “create a community - our company started with

a tweet to the world”, “crowd sourced way of finding interesting stuff” and
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“Identifying trends, what's next”. The building of personal credibility through social
media is usually associated with personal branding rather than the B2B context
(Khedher, 2014; Ngai, Tao and Moon, 2015). These results indicate the use of
Twitter as a source of credible knowledge, information and innovative ideas and are
consistent with the previous research of authors such as Kaplan and Haenlein (2010)
and Kietzmann, Hermkens, McCarthy and Silvestre (2011). The instantaneousness
of the Twitter feed as conduit for awareness and information exchange supports the
tindings of Leek, Houghton and Canning (2017), Mount and Martinez (2014), and
Park, Lim and Park (2015). These results were the impetus for the investigation of

the content of the interviewees’ Twitter feeds.
4.3.2 Results from STM Analysis

The topic selection based on topic semantic coherence and exclusivity indicated 20
as the appropriate number of topics for analysing the tweet data. The 20 topics
derived from the STM analysis of the Twitter streams are displayed in Figure 1,
which provides a list of top topics according to their expected proportion in the

tweets posted by the interviewees.

Top Topics

Topic 18: great, day, week, today, free, event, find, forward, tomorrow, wifi
Topic 9: iot, spime, thing, data, beacon, proxim, power, energi, connect, smart
Topic 13: compani, startup, read, meet, today, industri, million, invest, investinor, norway
Topic 12: world, team, develop, tech, join, learn, app, support, chang, job
Topic 5: open, project, jobsearch, offic, london, student, appli, posit, univers, ceo
Topic 18- market, facebook, socialmedia, content, top, tip, share, follow, trend, twitter
Topic 6: year, mobil, happi, christma, friday, lot, guy, save, deal, money
Topic 2: digit, video, brand, advertis, success, onlin, blog, give, websit, inspir
Topic 10: live, win, congratul, place, award, final, pitch, present, tonight, amaz
Topic 17: secur, news, big, eset, attack, goog|, heart, plan, user, featur

Topic 15: good, life, post, feel, made, point, care, man, write, messag

Topic 7- peopl, love, finland, finnish, set, mom, wait, countri, europ, refuge

Topic 16: game, excit, back, watch, did, miss, fun, indiedev, come, gamedev

Topic 8: stroke, increas, list, problem, sign, women, help, thought, happen, question

Topic 11: innov, talk, research, nice, engin, oppertun, high, schoal, discuss, listen
Topic 14: technolog, retall, arena, reader, track, articl, solut, part, tag, interview
Topic 3: time, work, start, manag, interest, servic, import, train, friend, hear
Topic 1: social, media, report, exper, stori, partner, sale, sport, germani, confer

Topic 4: idea, challeng, cool, level, communiti, number, stop, bad, word, window
Topic 20: make, busi, check, futur, show, custom, design, person, take, continu

T T T T T T
0.00 0.05 0.10 0.15 0.20 025

Expected Topic Proportions

Figure 1: Topics sorted according to their expected occurrence
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The topics generated in the analysis are formed of words associated with them.
Figure 1 shows top 10 words (according to their probability of occurrence) per topic,
which are used to identify the generalised topics. For example, Topic 18 that has the

2 <

highest proportion in the data has words like “day”, “week” and “today” which are
associated with describing daily activities or used for posting updates on Twitter.
These words identified for each topic can also be linked back to the tweets
(documents). On closer inspection of these topics, it is observed that some of the
topics as generated by STM have common words. For example, Topic 1 and Topic
19 have words like, “social”’, “media”, “socialmedia”. This indicates that there can
be some correlation between these topics making them related to each other and
hence a further analysis of this likely correlation is conducted to group the topics

together as illustrated in Table 3.

Table 3: Labelled topics with top 10 words in each

Assigned Label Topic | word 1 word2 | word 3 word4 | word 5 word6  word7 | word 8
1 General social media, 1 social media report experi stori partner | sale sport germani__ | confer
Online promotion and 2 digit video brand advertis | success onlin blog give websit inspir
social media marketing 3 time work start manag interest servic import | train friend hear
6 year mobil happi christma | friday lot guy save deal money
12 world team develop tech join learn app | support | chang job
15 good life post feel made point care man write messag |
18 great day week today free event find forward | tomorrow | wifi
19 market facebook | socialmedia | content | top tip share follow trend twitter
20 make busi check futur show custom | design | person | take continu
2 Social well being (Healthor | 8 stroke increas | list problem | sign women help thought | happen question
Social security) 17 secur news big eset attack googl heart plan user featur
3 Open Innovation & B open project | jobsearch offic london student | appli posit univers ceo
Learning 11 innov talk research nice engin opportun | high school | discuss listen
4 New idea & promotion 4 idea challeng | cool level [ iti | number | stop bad word window
5 About people and society 7 peopl love finland finnish | set morn wait countri | europ refuge
6 Internet of things and Big 9 iot spime thing data beacon proxim power | energi connect smart
Data
7 Online 10 live win congratul place award final pitch present | tonight amaz
Promotion/Announcements
8 About start-ups and 13 compani | startup | read meet today industri | million | invest investinor | norway
investment in the region
9 Retail Technology 14 technolog | retail arena reader track articl solut part tag interview
10 Game Devel 16 game excit back watch did miss fun indiedev | come gamedev

The mean difference for all 20 topics were compared for two different groups (1)
SMEs reporting the use of twitter for innovation activities such as crowdsourcing of
ideas or information less than once a month and (2) SMEs that use Twitter for the
same at least once a month (SME_Inov). This further analysis based on the SME
factors shows that various topics, including Topic 9 (IoT and Big Data) and Topic
14 (Technology in Retail) occur more frequently among these interviewees in the
second category of interviewees who use Twitter for crowdsourcing, innovation and
gathering ideas. These ate insightful results as Topic 4, Topic 7 and Topic 10 about
new ideas, promotion and society are also more frequently used by the SMEs using

Twitter for innovation. Figure 2 shows the topics that are more associated with each
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group. Topic 9 and Topic- 14 are clearly in the second group. These results indicate
that the SMEs in our sample are in fact utilising T'witter as a social media channel
for open innovation and crowdsourcing, information and feedback. Overall, the
topics related to today’s advancements in technology, including, 10T, big data, the
retail sector and new ideas are among the topics more frequently talked about by
SMEs identifying themselves as the ones using Twitter for innovation and

crowdsourcing at least once a month.

SME vs. SME_INOV

Topic 1 =
Topic 2
Topic 3
Topic 4
Topic 5 =
Topic 6 =
Topic 7 =
Topic 8 =

¥

Topic 9 —=—
Topic 10
Topic 11 =
Topic 12+
Topic 13 =
Topic 14 —»
Topic 15 =
Topic 16 =
Topic 17 =+
Topic 18 =
Topic 19 =
Topic 20 =

T T T T T
-0.10 -0.05 0.00 0.05 0.10

Less Use for INOV<-------—-——————->More Use for INOV

Figure 2: Topical Prevalence Contrast between interviewees reporting use of Twitter for

Innovation at least once a month and Total Population

The STM analysis provides some insightful results not only in terms of the words
generated for different topics but also the different topical prevalence depending on
the purpose and frequency of use of Twitter. Overall, it can be concluded that the
results generated using modern text mining method of STM verify the results from
the interviews. The analysis successfully identifies words utilised by Twitter users in
our sample, which they frequently use to discuss innovation around technological
advancements in the European region. The identified topics also show how the
technologically advanced fields of IoT and big data are popular among SMEs
looking for innovation. Investigating other covariates like industry sector can

develop this initial analysis further or the number of followers to create a lexicon
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with frequently used words around innovation, crowdsourcing, ideas gathering, and

social media marketing.
5 Conclusion

The aim of this research was to investigate how Twitter is used as a medium for
innovation by small and medium sized firms and how Twitter is being used to
support innovation within and between companies. The major theoretical finding is
that the stated use of Twitter in the interviews and actually tweets of the interviewees
supported the use of Twitter as a social media channel with the ability to provide
companies with a powerful tool to access information and ideas from which to
develop innovations and sustain competitiveness (Estellés-Arolas and Gonzalez-
Ladron-de-Guevara, 2012). Innovation is central to competitive advantage, both for
corporations and institutions; and previous research has shown that social media
channels have a role to play in the development and support of this innovation
(Chesbrough and Appleyard, 2007; Lee, Park, Yoon and Park, 2010). The results
strengthen previous findings that the social media channels such as Twitter can be
used as a source of information, ideas and innovation (Leek, Houghton and Canning
2017; Mount and Martinez, 2014). The research highlights the value of Twitter as a
platform for the exchange of new, expert and high quality information within like-
minded communities on topics such as Internet-of-Things (IoT), eHealth, software
development and the technology based start-up. The high speed and un-curated
exchange of information enabled by Twitter seems to be closely aligned to the
organic culture surrounding technology based start-ups. The immediate nature of
the Twitter feed enables collaboration in real time between companies and their
suppliers, customers and also peers (Edosomwan, Kalangot Prakasan, Kouame,
Watson and Seymour, 2011). The importance of peer-to-peer discussion or
communications and access to experts and thought leaders for B2B companies was
evident from the interview findings (Leonardi, Huysman and Steinfield, 2013). This
interaction was also seen as a means of improving personal credibility in an area
more closely associated with B2C interactions (Khedher, 2014; Ngai, Tao and Moon,
2015; Tarnovskaya and Biedenbach, 2018). The research illustrated how Twitter
could be used to source and the exchange of high quality, relevant and current
information as part of the innovation process. The research found that the
conversational and egalitarian nature of Twitter enabled interviewees to use it as a

channel for customer and peer conversations that supported the development of
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product and service innovations. Twitter is a tool that allowed the interviewees to
interact with a diverse network that may not be open to them in the offline world
and should not be used as a direct marketing channel for products and services.
Instead the research found that Twitter was effective for promoting events,
recognition of others in the network, for building the brand of individuals and
companies by informing and engaging customers and peers in their network on
wider topics (Swani, Brown and Milne, 2014; Hinninen and Karjaluoto, 2017).
Finally, although the companies interviewed regularly used Twitter for innovation,
very few of the companies interviewed had any formal framework for the
measurement of return on investment for their use of Twitter. They considered it to
be “worthwhile and important to be there” but lacked clearly defined objectives for
their participation or the expenditure of time and resources (lankova, Davies,
Archer-Brown, Marder and Yau, 2018). If Twitter is to be used for crowdsourcing,
innovation and industry insights, it is suggested that companies create guidelines that
facilitate the care and engagement of their Twitter community to ensure their on-
going participation (Chesbrough, 2011). The Topic Models created as part of the
research provide a lexicon for frequently used words around innovation,
crowdsourcing, ideas gathering and social media marketing that could be used to

source and engage in conversations around these topics.

Further research needs to be conducted into the application of text analysis methods
like sentiment analysis and STM, along with social network analysis can also be
implemented to generate further insights to analyse the impact of online platforms
in the B2B context. The convivence sample need to be followed up with more

extensive survey research.
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1 Introduction

eGovernment is a shorter form of electronical government, which refers to the use
of information and communication technology (ICT) tools and applications to
enhance government (Al-Hujran et al., 2015; Panagiotopoulos et al., 2012). In this
paper, we consider these interconnected information systems as eGovernment
ecosystems — complex socio-technical system incorporating citigens, organisations, companies as
well as governmental agencies, which use electronic platforms to create and distribute value to its
participants (Rantanen et al., 2019). Thus, we see eGovernment ecosystems as
collections of governmental institutions, organisations, and citizens connected

through applications of ICT.

Efficiency seems to be the common motivation behind all eGovernment services.
However, also better services for citizens, improved processes and governance,
transparency and deliberation, creation of public value, and empowerment of
citizens are often mentioned as motivators and benefits of eGovernment (Groénlund
and Horan, 2005; Al-Hujran et al., 2015; Venkatesh et al., 2005). Thus, the
eGovernment ecosystem is seen as a way to serve the needs of citizens, but also as
a tool for a more efficient and better way to govern. Achieving these goals and
benefits requires citizen engagement and the vast adoption of a variety of
eGovernment services. But it seems to be a lasting problem, since adoption rates are
staying fairly low (Al-Hujran et al.,2015; Venkatesh et al., 2005).

Still, the majority of eGovernment research focuses on positive aspects from the
managerial perspective (Madsen et al., 2014; Andersen et al., 2010). In addition, there
is only a limited amount of research about practical research about actual
implementation of eGovernment and how to measure those (Twizeyimana and
Andersson, 2019). This is problematic since it has become apparent, that the impacts
are not always as positive as assumed, the role of the citizens is fundamental but yet
underestimated and the impacts of these systems are going to affect our societies for
a long time. Since these systems are going to have a great impact on our society, we
should be aware of the unintended and unwanted outcomes and aim to design
eGovernment that actually serves the citizens as well as a government without doing
harm (Rantanen and Koskinen, 2019).
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To balance and to justify the values and needs of the citizens and government, we
should assess eGovernment ecosystems from the perspective of ethics. In other
words, we should strive to develop more ethically justified eGovernment
ecosystems. Since there has been very little research on ethical aspects of
eGovernment - let alone from the perspective of eGovernment ecosystems - our
aim is to clarify some ethical implications that should be taken into account. Thus,
in this paper, we present some ethical considerations about eGovernment
ecosystems by means of philosophical argumentation in context of eHealth and

eGovernment as whole.

Our research question is: ”Which ethical considerations at least should be taken into

account to make an ethically justified eGovernment ecosystem?”

The rest of the paper is structured as follows: Section II clarifies the theoretical
background of eGovernment ecosystems and need for ethical approach. Section 111
presents rational behind philosophical argumentation as a methodology and Section
IV introduces the ethical basis of our analysis. Ethical considerations that should be
taken into account so that we could reach an ethically justified eGovernment

ecosystem are discussed in Section V. Finally, we conclude in section VI.
2 Background

Briefly explained, eGovernment refers to the use of information and communication
technology (ICT) tools and applications to enhance government (Al-Hujran et al.,
2015; Panagiotopoulos et al., 2012). Some of the expected practical benefits of
eGovernment are added efficiency, better citizen services and improved democratic
processes (Gronlund and Horan, 2005), as well as deeper transparency and enhanced
interaction between citizens and governments (Welch et al., 2005). Overall, the
eGovernment forms a complex socio-technical ecosystem involving a variety of
stakeholders.

Before providing a more defined description of eGovernment, it is important to
acknowledge that although the term is often used interchangeably with the term
eGovernance, there are some significant differences between them. Calista and
Melitski (2007) describe the terms as separate, yet complementary: eGovernment,

they define, provides ”governmental services electronically, usually over the Web, to
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reduce the physical character of customer transactions by recreating them virtually”
whereas ”e-governance envisions employing the Web and Internet to overhaul how
the state conducts its democratic dealings by using networked interactions with
citizens to foster transparency and participation” (Calista and Melitski, 2007). Thus,
we suggest that eGovernment should be considered as a system of digitised services
for citizens, whereas eGovernance is a more comprehensive set of measurements,
whose purpose is to govern democracy employing information and communication

technology.

The eGovernment research often focuses on technical solutions and is rather
technologically deterministic (Calista and Melitski, 2007; Madsen et al., 2014). This
means, that the research does not acknowledge that implementing technology can
have unintended consequences because of the ways that people interact with it, or
that the features themselves cannot fulfil the expectations of citizens, thus failing to
reach their intended goals (Welch et al., 2005). As an example when an information
system is implemented, people can alter from the intended way of use, since the new
technical system affects their way of doing something. Thus, a technical system
affects the social system and vice versa. To understand eGovernment as a whole, we

must move away from technological determinism and towards a more holistic view.

More holistic view can be taken through an ecosystem perspective, where the goal
of added efficiency does not over- shadow the related ethical and societal
implications, by defining data economy ecosystems as “complex socio-technical system
incorporating citizens, organigations, companies as well as governmental agencies, which uses

electronic platforms to create and distribute value to its participants.” (Rantanen et al., 2019).

The describing term of an ecosystem has been used in a multitude of ways in the
fields studying technology. Research has been done about software ecosystems
(Bosch, 2009), information systems ecosystems (McKelvey et al.,, 2016) and ICT
ecosystems (Smith and Elder, 2010) just to mention a few. General understanding

of digital ecosystems depends on the field and their chosen focus.

In this paper, we are using the term ecosystem as a metaphor for a complex and
open socio-technical system that is distributed, adaptive, with properties of self-
organisation, scalability, and sustainability inspired from natural ecosystems

(Briscoe, 2009). A central piece of an ecosystem is formed by the involved individual
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stakeholders, whose role we aim to emphasise by questioning the previously

addressed deterministic approach.

This said we encourage accommodating the eGovernment services and the
underlying processes with the personal rights and needs of citizens through a more
socially aware approach. Our view is that the eGovernment ecosystem is a socio-
technical system orchestrated by the government, which also includes citizens and
other user groups such as companies and their representatives both as users and as
vendors. Hence, besides offering digital services, an integral characteristic of
eGovernment is improving the interaction between citizens and governments and
providing individuals with an opportunity to express their opinions towards the

government. (Muir and Oppenheim, 2002)

Although the roles are quite similar as in the software ecosystems, there are still some
differences. The role of citizens cannot be stated to be similar to customers, although
the relationship with the government and citizens is often described as such (King,
2007). Furthermore, the literature suggests that the attitudes and trust towards
eGovernment can vary based on a multiplicity of personal variables, such as age,
gender and ethnicity (Tolbert and Mossberger, 2006), which emphasises the
importance of acknowledging the social factors. Since our view relies strongly on the
socio-technical paradigm most often used in the organisational setup, we should also

clarify that we cannot treat citizens as employees either.

It must be also understood, that eGovernment ecosystems are not all about
digitisation of the work of governmental employees. Although, currently
eGovernment activities seem to be about digitisation of services, there is a visible
thrive to make more technological innovations that could make governments even
more efficient. For instance in Finland digitisation of public healthcare has already
moved from digitisation of professional work to developing digitised services. The
next step seems to be further utilisation of citizens’ capabilities and possibilities to
use technology as a preventive measurement in healthcare by means of personal
health records. The idea is that these systems could replace the need of professional
healthcare services in less serious medical situations. Despite promised benefits for
citizens, such as empowerment, adoption rates of these governmental applications
have been low. However, it is important to take into consideration that, concerning

eGovernment in general, both positive and negative preconceptions have been
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found to affect the eGovernment adoption rates, where the citizens that already trust
their local government are more likely to be satisfied with eGovernment and vice
versa (Welch et al., 2005).

Obviously, from the citizens’ perspective using these kinds of applications would
mean more responsibilities as well as time invested in using the system. Thus, the
pervasiveness of eGovernment applications is growing. Changes in the technical side
of the eGovernment ecosystem will also affect how our societies work and are.
Despite this, there has still been very little interest in the societal and ethical
implications of the whole eGovernment ecosystem from a critical perspective.
Without making these considerations we could end up in a situation where our
eGovernment ecosystem is ethically unjust and implications ate not desirable.
Understanding the unique nature of citizens and government in an eGovernment

imperative, if we wish to examine it from an ethical perspective.
3 Methodology

It is reasonable to question the choice of a philosophical approach rather than some
more commonly used empirical research methodologies for this analysis. Why not
try to obtain empirical information about what people are actually thinking or
experiencing rather than making philosophical - and often troublesome - claims?
However, before answering this question, we must understand the position of
interpretative research within the information systems (IS) research field as well as
the position of philosophy within interpretative research (and we want to bring this
also to the field of Ecosystems). As Stahl (2014) stated, the interpretative approach
has long been accepted as an important research approach within the field of IS. It
could even be said to be the dominant approach nowadays. Maybe the most
influential paper that led to this widespread acceptance is Walsham’s (1995) ground-
breaking article about interpretive case studies within IS research. However, two
decades later, Stahl (2014) criticised the domination of the empirical approach in
interpretative research over other approaches such as philosophical argumentation.
Stahl showed that the philosophical roots of interpretative research do not offer
sound justification for the status of the empirical approach since interpretative
research is based on personal perceptions (second-order perceptions) of empirical

data (first-order perceptions).
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As the combination of phenomenology and hermeneutics constitutes the
philosophical basis of interpretative research, empirical research is not always
required, even though it can be used and is justified in many cases. It is worth noting
that interpretative research does not allege to lead towards truth claims in the same
way that positivistic research does. Rather, it attempts to reconstruct other people’s
constructions. Therefore, it is reasonable to question why this particular empirical
construction is preferred over alternative constructions (Stahl,

2014).

One possible reason for this preference is the lack of straightforwardness and
validity on the part of interpretative research; hence, validity is pursued with rigour,
principally via empirical methodologies. Stahl (2014) claimed that his article supports
a richer and more enlightening landscape of interpretative research by pointing out
how philosophy represents a valid interpretive research method. In his reply to Stahl,
Walsham (2014) agreed with this aim of enriching research, although he did not
accept some of Stahl’s criticism. In any case, philosophical argumentation is used as
an interpretative research method in this paper rather than the empirical
interpretative research. By means of this choice, the present article provides an
alternative and rich viewpoint for researching ecosystems using philosophical

argumentation instead of other dominant approaches of the field.
4 Ethical Basis

A social contract is a theoretical approach that justifies states’ power over
individuals. It is based on the assumption of a social contract between the people
and the state that grants the state rights that individuals deliberately give up, such as
taxation, limitation of some liberties by legislation, use of force, etc. The idea is that
by social contract we can have (or at least aim to) a just and secure society for all,
instead of having a situation where the law of the strongest is the only law. However,
both Locke (1690) and Rawls (2009) (and countless of other philosophers) underline
the freedom of people, the issue that is needed to ensure that we are not falling under

a depression of masses either but have ethically justified government.
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To clarify what ethically justified actually means we must first understand what is
ethics in the context of eGovernment. We begin the description of our ”approach”
with a collection of Moor’s (1985) observations about what computer ethics is. First,
it is the analysis of the nature and social impact of information technology — here
governmental information systems — to identify justified policies for the ethical use
of information technology. Secondly, Moor (1985) notes the importance of general
ethics for computer ethics, since it provides categories and procedures of what is
ethically relevant and thus we are using this as our ethical position. Thus, we are
analysing the governmental ecosystem from three main philosophical views:
consequentialism (focus on the outcome of actions), deontology (focus on
Intention), and virtue ethics (focuses the virtues that are seen as ethical ones). These
main philosophical approaches are commonly used when evaluating ethicality
healthcare (Armstrong, 2000; Aita and Richer, 2005) but we are lacking the use of
ethics in eGovernment apart from some exceptions (Roman, 2015). Next, we will

briefly go through these three branches of ethics.

A. Consequentialism

Consequentialism is the ethical approach where the eval- uation of the ethicality of
actions is based on what kind of outcome of the action will provide. Utilitarianism
(the classical consequentialist theory) is simplified the evaluation of different action
possibilities by outcome utilities of those alternatives. The term utility refers to “’the
good” that is evaluated and it can be different in a different context. There are

hedonic utilities such as pleasure, happiness, etc.

B. Deontology

Deontology is a branch of ethics where ethicality of action is based on action itself,
not on the consequences it produces. This means that the focus is on the intention
of action, not in the outcome of an action. Here we are focusing on Kantian
Deontology as it is regarded to be the central theory for all deontological theories
(Alexander and Moore, 2016). Kantian deontology (central theory in deontology) is
based on the rational agents (read human actor here) that has the autonomy to make
decisions. This is a necessary but not sufficient basis for ethicality as an actor that
not has autonomy cannot make decisions and thus actor cannot use their free will
to act as they decide. Thus, to have people to be ethical, they have to have a
possibility to be unethical. For evaluating ethicality of action Kant presented the

Categorical Imperative that set demands that ethical rules should be universal, rule
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must be followed voluntarily and we should always respect humans like Kant (1785)
stated: ”Act in such a way that you treat humanity, whether in your own person or
in the person of any other, never merely as a means to an end, but always at the same

time as an end.”

C. Virtue ethics

Virtue ethics is an approach in normative ethics which can be defined as the one
that emphasises the virtues and moral character, whereas deontology emphasises
duties and rules or consequentialism that emphasises the outcome of actions. Ideally,
seeking the virtues and development of one’s own character are under constant
development. The idea is that if a person is focusing on cultivating their own
character and seeks a virtuous life, it will follow up with (more) ethical life. However,
the focus is not on rules (intention) like ”do not lie” or consequences that may follow
after lying. Instead, virtue would be honesty that one seecks and aims to achieve in

ones’ life.
5 Ethical Considerations

In our brief evaluation of ethicality of eGovernment we focus on first on case of
eHealth as one example from perceptive of three main ethical brands: deontology,
consequentialism and virtue ethics. After that, we focus on eGovernment as whole
phenomenon and show considerations that should be made to avoid pitfalls and gain

more ethically justified rationales behind eGovernment.

A. Case of eHealth

Ethically, the overall aim of using eHealth is to make healthcare more efficient, help
patients by supporting self-care, empower the patient etc. Thus deontological
perspective the use of eHealth in many cases is ethical as the intention is good. From
the duty/rule perspective of deontology, there still is a need for development as we
still lack the needed rules that would ensure the ethicality of eHealth (Rantanen et
al., 2018).
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However, from the consequentialist perspective, the situation is not so
straightforward. Even technology has made modern healthcare possible by giving
modern tools and systems the there is a dark side as well. In many cases, the real
outcome of eHealth is lacking and the use of eHealth is driven by expectations rather
than evidence. Likewise, the discourse about evidence is lacking and the field misses
the needed comprehensive evaluation of eHealth interventions to advance the
successful implementation of eHealth at the long-time period (Enam et al., 2018).
Reliable evidence generated through a comprehensive evaluation of eHealth
interventions may accelerate the growth of eHealth for long-term successful
implementation and help to experience eHealth benefits in an enhanced way (Enam
et al,, 2018).

From a virtue perspective, the eHealth sets challenges for healthcare professionals.
As an example, electronic health records have changed the work on nurses toward
a more data-oriented direction where risk is to emphasise the technology and thus
taking time form facing the patient and thus distracting the empathetic interaction
(Robichaux et al., 2019) — issue that should be given special focus to protect the
virtuous behaviour of healthcare professionals. Form positive side the eHealth has
made possible for the patient to be more informed and have more possibilities to
rule their patient information” — increased autonomy instead of being merely a
passive and uninformed object. We see that this is a needed part for individual who

wants to develop their characters in the health context.

B. Demands for eGovernment

The main intention that is commonly announced when justified development or
deployment of eGovernment systems is to improve services by digitalisation which
from the deontological point is a valid argument. However, this efficiency- based
approach has commonly other rationales behind it. The cost efficiency is the most
likely the main rationale which itself is also a justified reason. However, in many
cases cost- effectiveness rationale comes up with also other changes: limitations of
service for some groups, too simplified way of seeing those governmental services
or unclear roles and responsibilities, likewise shifts duties from officials to citizen
(Lee and Porumbescu, 2019; Anthopoulos et al., 2016; Gil-Garcia et al., 2019). Those
outcomes are problematic — especially if those are known beforehand — and thus
lack the clear and rational justification form the perspective of consequentialism and

also from the deontological position. Especially if this efficiency is advertised but
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the real focus is on the other rationales it is clearly unethical as the intention is the
misleading public discourse and politics. Likewise, society is also about other

intentions than efficiency such as freedom, equality, security, etc.

From the perspective of consequentialism, the outcome of an action is what makes
action ethically justified. Thus, decisions of the authorities’ can be justified if
implementing an eGovernment system will add outcome as a whole even some
issues could be lessening some good outcomes. This kind of approach is tempting
from the perspective of authorities especially if their worldview is technologically
deterministic or business-oriented and lacks the views from the practical level of
government (Buffat, 2015). However, these kinds of worldviews in the context of
government can foster a paternalistic approach and those are dangerous for a
democratic society. This approach does not support the autonomy of citizens and
thus sees citizens as incapable to consider what is best for them leads towards
technocracy. Thus pure consequentialist approach has limitations that deontology
and virtue ethical perspective reveal. Nevertheless, the outcomes or consequences
of eGovernment is one part of the ethical analysis that should be used, even it has

its blind spot like the other two approaches as well.

Virtue ethics can be simplified stated to be an ethical theory where the development
of character and virtuous actions are an issue that creates a good society — virtuous
person comes up with actions that contribute to the good society. By Aristotle,
virtues are thus good attributes such as truthfulness, liberality, courage, friendliness,
etc (Ameriks and Clarke, 2000). As virtues are part of character the moving
government towards automated systems there lies the risk that we remove
responsibility from public officials and lessening human encounters between state
and citizens. This is problematic as taking responsibility and humane treatment of
people are characteristics that we see to be virtuous instead of avoidance of
responsibility or automatisation of human contact in society. This is just an example
of risks that can be made without taking account of the virtue approach wherein the
centre is the human being — either citizen or official and their development as

persons.
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C. Discourse ethics to rule them all

Discourse ethics offers the solution to this problem of combining all of the
aforementioned ethical theories. There exist a consensus amongst normative theorist
of cultural pluralist that dialogue is the key for securing just relation between
different groups. (James, 2003) Discourse ethics is an applicable tool to bring
different views under constructive debate. It is a way to reveal the strategic logic
behind group conflicts presented above and thus helps discourse toward a more
transparent and rational one. Like Stahl (2012) noted, the discourse ethics — based
on Habermasian rational discourse — is providing a mechanism to consider
different moral views and intuitions. This kind of Habermasian (Habermas, 1990)
rational discourse demands that subjects of legislation, have a possibility to take part
in rational discourse whilst creating laws. This kind of legislative rational discourse
is, of course, an ideal, but it seems trivial to note that there can be degrees of
implementation of it. A government—and certainly no other actors—cannot wield
arbitrary power over its citizens. Thus we see that we need this kind approach for
eGovernment that drives commonly acceptable and ethical governance of
eGovernment ecosystems instead focusing on mere efficiency and emphasising only

views of some stakeholders.
6 Discussion and Conclusions

From the deontological perspective, eGovernment ecosystems cannot be straight
evaluated as ethical or unethical because from this viewpoint there should be a free
rational agent that can even make ethical decisions. An ecosystem (orchestrator) is
not a rational agent in philosophical (ethical) sense but the decision-makers behind

ecosystem and users of ecosystems are. Likewise the expressed intention — such

gain efficiency — are in many cases just one side of the situation and other rationales
are not visible for citizens. This kind of situation hardly can be seen as an ethical
intention. This underlines the problem of the current power balance between the
orchestrators (providers of the system and in the end, government) and users of

systems — citizens.

Thus, form the consequentialist viewpoint the ecosystem can be ethical— if those
hidden rationales have a good out- come for citizens and society. However, when
we have those ecosystems we should ensure that also intention and virtue ethics are

considered to ensure more broad ethical justification. For future research, there is a
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need for an ethical framework for evaluating the ethicality of eGovernment

ecosystems.

In this paper, we introduced an ethical approach based on three big ethical theories
when evaluating the existing or building new ethically balanced eGovernment
ecosystems by Discourse ethics. We find it justified to claim that the realisation of
ethical ideals mainly set obligations towards the governments. However, it should
not be assumed that positive ethical development will be ignited without external
intervention. Furthermore, we claim that instead of relying on the support of
organised parties such as legal authorities, the citizens and their demands hold a
central role in steering the ethical development. This outlook is rooted in the fact
that the primary function of regulative parties is to ensure that justified requirements
of citizens —inside the limit of society’s possibilities and resources — are fulfilled

as citizens are the justified source of the power of the state.

Thus, the input and feedback from individuals have a crucial role in terms of setting
ethical demands. However, it should not be assumed that the citizens take an active
role, let alone responsibility, in building ethical eGovernment ecosystems. Thus,
instead of setting concrete obligations towards the citizens, we propose that the
governments develop their services based on their best understanding of the citizens’
perspective and transparent public communication. To support this development,
this paper aims to provide the governments with insights that help them to better
understand the citizens’ perspective and act accordingly to achieve truly functional

eGovernment CCOSYS'ECI’I]S.

Overall, the ethical considerations introduced in this paper likely manage to address
only a fragment of all relevant ethical factors. Furthermore, we see that the high
complexity of eGovernment ecosystems demands iterative approach to thoroughly
identify the relevant aspects to be considered, and even then it is possible that all
ethical factors involved in the ecosystems cannot realistically be addressed, let alone
fulfilled in a way that results in truly balanced ethical foundations from citizens’
standpoint. Regardless, the governments should give their best effort to honour
good ethical principles when building and developing eGovernment ecosystems to
ensure the safety of citizens and to maintain their dignity, which calls for further
contribution from both governments and researchers aiming for creating ethically

sustainable societies.



33kD BLED ECONFERENCE

214
ENABLING TECHNOLOGY FOR A SUSTAINABLE SOCIETY

References

Aita, M. and Richer, M.-C. (2005). Essentials of research ethics for healthcare professionals. Nursing &
Health Sciences, 7(2):119-125.

Al-Hujran, O., Al-Debei, M. M., Chatfield, A., & Migdadi, M. (2015). The imperative of influencing
citizen attitude toward e-government adoption and use. Computers in human Behavior, 53, 189-
203.

Alexander, L. and Moore, M. (2016). Deontological ethics. In Zalta, E. N., editor, The Stanford
Encyclopedia of Philosophy. Metaphysics Research Lab, Stanford University, winter 2016
edition.

Ameriks, K. and Clarke, D. M. (2000). Aristotle: Nicomachean Ethics. Cambridge University Press.

Andersen, K. N., Henriksen, H. Z., Medaglia, R., Danziger, J. N., Sannarnes, M. K., and Enemarke,
M. (2010). Fads and facts of e-government: A review of impacts of e-government (2003—2009).
International Journal of Public Administration, 33:564-579.

Anthopoulos, L., Reddick, C. G., Giannakidou, I., & Mavridis, N. (2016). Why e-government projects
fail> An analysis of the Healthcare. gov website. Government Information Quarterly, 33(1), 161-173.

Armstrong, A. E. (2006). Towards a strong virtue ethics for nursing practice. Nursing Philosophy,
7(3):110-124.

Bosch, J. (2009). From software product lines to software ecosystems. In Proceedings of the 13th International
Software Product Line Conference, SPLC *09, pages 111-119, Pittsburgh, PA, USA. Carnegie
Mellon University.

Briscoe, G. (2009). Digital Ecosystems. Ph.D. thesis, Department of Electrical and Electronic
Engineering, Imperial College London, London, England.

Buffat, A. (2015). Street-level bureaucracy and e-government. Public Management Review, 17(1):149-161.

Calista, D. J. and Melitski, ]. (2007). E-government and e-governance: Converging constructs of public
sector information and communications technologies. Public Administration  Quarterly,
31(1/2):87-120.

Enam, A., Torres-Bonilla, J., and Eriksson, H. (2018). Evidence-based evaluation of chealth
interventions: Systematic literature review. Journal of Medical Internet Research, 20(11):¢10971.

Gil-Garcia, J. R., Guler, A, Pardo, T. A., and Burke, G. B. (2019). Characterizing the importance of
clarity of roles and responsibilities in government inter-organizational collaboration and
information sharing initiatives. Government Information Quarterly, 36(4):101393.

Gronlund, A, & Horan, T. A. (2005). Introducing e-gov: history, definitions, and issues.
Communications of the association for information systems, 15(1):39.

James, M. R. (2003). Communicative action, strategic action, and inter-group dialogue. Ewurgpean Journal
of Political Theory, 2(2):157—182.

Habermas J. (1990). Between facts and norms: contributions to a disconrse theory of law and democracy. Trans. Rheg
William. Cambridge, MA: MIT Press.

Kant, 1. (1785). Grundlegung zur Metaphysic der Sitten. |Several translations used; main translation: B. Liddel
(1970) Kant on the foundation of morality - a modern version of the Grundlegung, Indiana
University Press|.

King, S. F. (2007). Citizens as customers: Exploring the future of CRM in UK local government.
Government Information Quarterly, 24(1), 47—63.

Lee, J. B. and Porumbescu, G. A. (2019). Engendering inclusive e-government use through citizen it
training programs. Government Information Quarterly, 36(1):69-76.

Locke, J. (1690). Two Treaties of Government. Digitized by Gowan D. (2005) as ”The Project Gutenberg
EBook of Second Treatise of Government, by John Locke”, available at:
http:/ /www.gutenberg.org/files/7370/7370-h/7370-h.htm (accessed 13.1.2020).

Madsen, C. @., Berger, ]. B., and Phythian, M. (2014). The development in leading e-government articles 2007-
2010: Definitions, perspectives, scope, research philosophies, methods and recommendations: An update of heeks
and bailur. In Janssen, M., Scholl, H. J., Wimmer, M. A., and Bannister, F., editors, Electronic
Government, pages 17-34, Berlin, Heidelberg. Springer Betlin Heidelberg.



Jani Koskinen, Mikko 1 ermanen, Minna m. Rantanen and Sami Hyrynsalmi:

; 21
Ethical Governance of eGovernment Ecosystens >

McKelvey, B., Tanriverdi, H., and Yoo, Y. (2016). Complexity and information systems research in the
emerging digital world. MIS Quarterly, pages 1-3.

Moor, J. H. (1985). What is computer ethics? Metaphilosophy, 16(4):266—275.

Muir, A., & Oppenheim, C. (2002). National information policy developments worldwide I: electronic
government. Journal of information science, 28(3):173—186.

Panagiotopoulos, P., Al-Debei, M. M., Fitzgerald, G., and Elliman, T. (2012). A business model
perspective for icts in public engagement. Government Information Quarterly, 29(2):192—202.

Rantanen, M. M. and Koskinen, J. (2019). Towards a better society - an analysis of the value basis of the European
egovernment and data economy. In International Conference on Software Business, pages 276—290.
Springer, Cham.

Rantanen, M. M., Koskinen, J., and Hyrynsalmi, S. (2019). E-government ecosystem: A new view to explain
complexc phenomenon. In 2019 42nd  International Convention on Information and
Communication Technology, Electronics and Microelectronics (MIPRO), pages 1408—1413.

Rantanen, M. M., Naskali, ., and Koskinen, J. (2018). Need for ehealth ethics. In International Conference
on Well-Being in the Information Society, pages 221-232. Springer.

Rawls, J. (2009). A theory of justice. Harvard university press.

Robichaux, C., Tietze, M., Stokes, F., and McBride, S. (2019). Reconceptualizing the electronic health
record for a new decade: A caring technology? Advances in Nursing Science, 42(3):193-205.

Roman, A. V. (2015). Framing the questions of e-government ethics: An organizational perspective.
American Review of Public Administration, 45(2):216-236.

Smith, M. and Elder, L. (2010). Open ict ecosystems transforming the developing world. Information
Technologies & International Development., 6(1):65.

Stahl, B. C. (2012). Stahl, B. C. (2012). Morality, ethics, and reflection: a categorization of normative IS
research. Journal of the association for information systems, 13(8):636—656.

Stahl, B. C. (2014). Interpretive accounts and fairy tales: a critical polemic against the empiricist bias in
interpretive is research. European Journal of Information Systems, 23(1):1-11.

Tolbert, C. J., & Mossberger, K. (2006). The effects of e-government on trust and confidence in
government. Public administration review, 66(3):354-369.

Twizeyimana, ]. D. and Andersson, A. (2019). The public value of e-government — a literature review.
Government Information Quarterly, 36(2):167-178.

Venkatesh, V., Thong, J. Y., Chan, F. K., & Hu, P. J. (2016). Managing citizens’ uncertainty in e-
government services: The mediating and moderating roles of transparency and trust. Information
systems research, 27(1): 87—111.

Walsham, G. (1995). Interpretive case studies in IS research: nature and method. Ewropean Journal of
Information Systems, 4(2):78-81.

Walsham, G. (2014). Empiricism in interpretive IS research: a response to Stahl. Ewuropean Journal of
Information Systems, 23(1):12-16.

Welch, E. W., Hinnant, C. C., & Moon, M. J. (2005). Linking citizen satisfaction with e-government
and trust in government. Journal of public administration research and theory, 15(3):371-391.



33kD BLED ECONFERENCE

216 : : : ] .
ENABLING TECHNOLOGY FOR A SUSTAINABLE SOCIETY




IDENTIFYING THE OPPORTUNITIES FOR THE
DESIGN OF DIGITAL PLATFORMS: A TOPIC
MODELLING APPROACH

VEENA KANNAN', NORA FTEIMI®, SAJT K MATHEW' &
FRANZ LEHNER?

! Indian Institute of Technology Madras, Department of Management Studies, Chennai,
India, e-mail: veenakannan1994@gmail.com, saji@iitm.ac.in

2 University of Passau, School of Business, Economics and Information Systems,
Passau, Germany, e-mail: nora.fteimi@uni-passau.de, franz.lehner@uni-passau.de
Abstract Aquaculture is one of the fast-growing food-producing
agriculture subsectors. However, the digital infrastructures
developed in aquaculture are self-organising platforms i.e. they
do not rely on a centralized intermediary for monitoring,
coordinating activities or for overseeing transactions. Hence, the
main objective of this research paper is to identify the challenges
farmers face in an entire supply chain for designing a digital
platform for the aquaculture domain. The main problems faced
by the farmers include water quality issues, disease outbreak, lack
of proper information regarding suitable insurance policies etc.
We have identified eight such issues that the farmers face in an
entire harvest period and also prioritized them. The results from
our study could be used for the further advancement of an
integrative perspective in the design and implementation of the

digital platform for aquaculture.

m
-ﬂ- DOI https://doi.otg/10.18690/978-961-286-362-3.15
oo ISBN 978-961-286-362-3

University of Maribor Press

Keywords:
digital
platforms,
aquaculture
industry,
topic
modeling,
challenges,
water

quality.



33kD BLED ECONFERENCE

218 ]
ENABLING TECHNOLOGY FOR A SUSTAINABLE SOCIETY

1 Introduction

Digital innovation includes carrying out new combinations of digital and physical
components in order to produce new digital infrastructures (Yoo, Ola, & Lyytinen,
2010). Digital platforms are built and integrated on top of digital infrastructures. We
define digital platforms as “a set of digital resonrces— including services and content—rthat
enable value-creating interactions between external producers and consumers” (Parker, Van
Alstyne, & Choudary, 2016). Digital platforms transform the transaction logic as
they ease transactions between distinct supply chain stakeholders rather than
handling the entire supply and logistics chain on their own (Hidnninen, Smedlund, &
Mitronen, 2018). For example, in the case of the automotive industry, subsystems
(e.g., voice assistants or navigation systems) ate becoming digitized independently
but connected via vehicle-based software architectures. Hence, firms from other
industries can also develop and integrate new products and services with the
computing platform of the automotive industry (Henfridsson & Lindgren, 2010).
However, in many industries, especially in agriculture (Bookie & Duncombe, 2019)
and its allied subsectors like aquaculture (Mathisen, Haro, Hanssen, Bjork, &
Walderhaug, 2016) there is a lack of centralized approach for distribution of content
(e.g., tailored information regarding disease prediction, water quality parameters
etc.). The digital infrastructures in the aquaculture domain are self-organizing
platforms ie. they do not rely on a centralized intermediary for monitoring,
coordinating activities or for overseeing transactions between farmers and exporters
(Forte, Larco, & Bruckman, 2009). Recent research shows that 80% of such
platforms face challenges in ensuring content integrity which can undermine its
survival (Tiwana & Bush, 2014). But, designing a digital platform upfront for a
particular industry is challenging, as platforms change the power structure and
relationship between different stakeholders (De Reuver, Serensen, & Basole, 2018).
Therefore, the main objective of this paper is to investigate how data-driven
approaches can affect the design of collaborative digital platforms research from
self-organizing platforms in the special case of aquaculture. In order to improve the
design, we have to identify the problems faced by the stakeholders in each phase of
the aquaculture supply chain (e.g. disease prediction, water quality monitoring etc.).
Therefore, we would like to contribute to research by identifying and analyzing such

occurring problems from prior literature.
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According to the reports of Food and Agricultural Organization (FAO) in 2014,
aquaculture will contribute majorly in the future to food security and adequate
nutrition for the growing world population which is expected to reach 9.7 billion by
the year 2050 (Subasinghe, Curry, Mcgladdery, & Bartley, 2003). Moreover, FAO
also reports the challenges aquaculture is facing over the decades such as combating
diseases, brood stock improvement and domestication, development of efficient
feeding mechanisms, water-quality management etc. A decision support digital
platform supporting the entire aquaculture supply chain has not received due
attention in literature even though there is a considerable amount of literature for
fisheries (Mathisen et al., 2016). Therefore, we integrate a list of identified factors
from prior literature for designing a digital platform for the aquaculture industry.

This paper proceeds as follows: related work is outlined in section 2. Section 3
describes the research objective. In sections 4 and 5, we discuss the methodology

and main results respectively and ends up in section 6 with a conclusion.
2 Related Work

A cursory examination of the literature on digital platforms reveals the diverse
orientation of studies in this area. For instance, some studies were focusing on
platform for healthcare, and some for platforms for energy informatics. In order to
identify the key empirical studies related to the design of digital platforms, we
conducted a systematic literature review (Webster & Watson, 2002) following a
process of searching, filtering and classifying related papers. As the research on
digital platforms started to appear in IS journals in the year 2002 (Asadullah, Faik, &
Kankanhalli, 2018), we searched for articles between the period 2002 and 2019. We
conducted a search in the databases of AlSeL, IEEE, EBSCO and Google Scholar
for accessing relevant journal publications and conference proceedings, using
keywords “multisided platforms”, “digital platforms”, “two-sided markets” and their
combinations and obtained 1000 hits. The papers were shortlisted first based on the
title, after which we further shortlisted based on abstract relevance. Thereby, we
included only papers dealing with the design factors of digital platforms in different
industries and also research commentaries focusing on the design and governance
of digital platforms (e.g. De Reuver et al., 2018). Research papers dealing with other
topics like pricing, competition in digital platforms were excluded. Based on these

criteria, a summary of 40 relevant articles resulted, which we used as base for our
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analysis. The requirements of digital platforms along with the key stakeholders
collaborating in the platform and some studies in the respective domains are
mentioned in Table 1.
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Table 1: Digital platform requirements in various domains

records,  better
healthcare

assistance, higher
productivity has

to be ensured

and patients

Digital Platform Stakeholders | References

platform requirements

domain

Agriculture | Reduction of | Farmers, Banker et al., (2011),
information Buyers Goyal, (2010),
asymmetry, Jha, Pinsonneault, & Dubé,
higher bargaining (2010)
power and access
to profitable
markets.

Electricity | Competitive Electricity Ketter, Peters, Collins, &
gaming platform | providers and | Gupta, (2010)
have to enable | subscribers.
dynamic
electricity
trading.

Finance Crowdfunding Entrepreneur, | Abhishek, Geng, Li, & Zhou,
platform has to | Funding (2017),
enable agencies Hernando, (2007)
entrepreneuts to
raise funds
quickly

Healthcare | Patients data | Doctors, Rodon, (2018), Agarwal et al.,
have  to  be | Nurses, (2010), Jones, (2014)
managed in | Hospital
electronic health | administration
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3 Research Objective

The majority of studies performed in the Information Systems (IS) domain and its
reference disciplines focuses on pricing (Rochet & Tirole, 2003) while neglecting
technical, social and strategic aspects of the platforms (Pettigrew, Woodman, &
Cameron, 2001). Moreover, the recent literature review by De Reuver et al. (2018)
calls for more research on data-driven approaches to inform the design of digital
platforms. Even though the decision support platform has been well studied in
fisheries, there are lack of studies for the equivalent research in aquaculture
(Mathisen et al., 2016). In order to fill these knowledge gaps, the main research
objective of this study as follows:

How can data-driven approaches affect the design of collaborative digital platforms
research from self-organizing platforms in the special case of the aquaculture

domain?
4 Research Methodology

More than 80 percent of data today is stored in unstructured formats like audio,
video, text etc. making it a difficult task to search, organize, synthesize and
understand this huge corpus of information (Debortoli, Miiller, & Junglas, 2010).
To capture the problems faced by farmers in the aquaculture supply chain, we have
analyzed the abstracts of leading aquaculture engineering journals and conference
proceedings. There are supervised and unsupervised text mining approaches to
classify textual data. Since the design choices of a digital platform are unclear, we
rely on an unsupervised learning approach (e.g. Vidaurre, Kawanabe, Binau,
Blankertz, & Miiller, (2011) ) to allow the algorithm the autonomous identification
of challenges faced by farmers in the text. The unsupervised approach allows us to
discover the latent topics from the written abstracts. Latent Dirichlet Allocation
(LDA), is one of the most widespread techniques used in the IS domain in order to
identify common topics and their distributions (e.g. Rodriguez & Piccoli, 2018) from
textual data (Eickhoff & Neuss, 2017). In the following, we provide more details on

our dataset and the text mining approach used.
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4.1 Data Sample

Research on digital infrastructures for aquaculture is relatively recent and therefore
in an early progress stage. To get a broader picture of problems addressed by these
infrastructures at different aquaculture supply chain phases, we collected articles
from different databases such as EBSCO, Google Scholar and Scopus. We searched
using the keywords “digital aquaculture”, “machine learning and aquaculture”,
“artificial intelligence and aquaculture” and their combinations. To ensure quality,
we focused on journals such as Sensors, Computers and Electronics in Agriculture,
Aquaculture Engineering, Aquaculture, Reviews in Aquaculture and leading
conference proceedings of IEEE, ACM. As a result, 50 documents over a period of
20 years were finally included consisting of 35 journal papers and 15 conference
proceedings. After selecting the documents, we transformed the PDF files in image
format to text format. This transformation was necessary for the subsequent text
mining analysis. We focused the analysis on the abstracts and relevant parts of the
introduction section, as inspecting the documents revealed that these parts already
provided detailed information about the problems in the aquaculture supply chain
and therefore fits well the purpose of this study.

4.2 Topic Modelling Approach for Data Analysis

Topic modelling algorithms are statistical methods for understanding latent topics
inherent in text documents to help researchers summarize and interpret collected
information along with topic labels (Blei, 2012). In our approach, feature extraction
technique of Latent Dirichlet Allocation (LDA) and Rapid Automatic Keyword
Extraction (RAKE) was applied using the statistical software programming software
“R”. LDA is one of the generative probabilistic algorithm commonly used in text
mining and topic labelling (Blei, 2003). As an unsupervised learning algorithm, each
document is treated as a bag of words to discover the latent topics from the
distribution over words. During pre-processing, the data corpus was first tokenized
by splitting sentences into words, removing punctuation, white space and numbers.
After that, we removed stop words and performed stemming and lemmatization
based on the WordNet database (Fellbaum, 1998). Subsequently, LDA was
performed to determine the topics and their associated words. Prior to the analysis,
we infer the optimal number of topics during an iterative procedure, which resulted

in a number of eight topics that best represented the problems faced by farmers
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during aquaculture cultivation. Topic labels can be compiled by grouping topic
words to common-higher level themes. Human judgement can be used for
performing topic labelling (Syed & Dhillon, 2015; Shi, Lee, & Whinston, 2016).
Therefore, labelling of the problems faced by farmers and grouping into design
features for platforms were performed by two independent researchers with

extensive experience in digital platforms.
5 Results and Discussion

We computed the top words for each topic (figure 1 to figure 4) and also sorted
topics according to their importance within the entire document collection (figure
5) using the gama function and theta function in R respectively. We also checked
the document to topic probability to ensure the validity of the results.

disease - oxygen -

process - temperature -

management -

dissolve -

wor-

result -

rate -
good - concentration = .
sample - low - .
spot -
? require - .
algorithm =
need - .
early -
detect - measurement - l
base - key - l
0:00 001 002 0.02 0.04 0.000.020.040.060.08

Figure 1: #T1: Disease prediction, #T2: Dissolved oxygen concentration prediction
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Figure 2: #T3: Feed parameters monitoring, #T14: Growth prediction
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Figure 3: #T5: Market price prediction, #T6: Insurance policies available
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Figure 4: #T7: Behaviour monitoring & alerting, #T8: Water quality monitoring & alerting

As figure 5 shows one of the main problems faced by the farmers is the monitoring
of water quality parameters (#T8). Water quality is an important aspect of
aquaculture harvest and if any of the parameters are not at the optimum level may
affect the animal health badly and can cause loss to the farmers (Piplani et al., 2015).
In many of the aquaculture harvesting practiced in the developing countries, the
farmers monitor these parameters manually and perform lab tests weekly. These
traditional methods are amongst others time consuming, difficult for decision-
making. Along with water quality monitoring and alerting the core of the platform
can employ machine learning and artificial intelligence techniques for prediction of
growth (#T4), disease (#T1), dissolved oxygen concentration (#12) and monitoring
of the behavior of the animal (#T7)(Yu, Leung, & Bienfang, 2006). The right
amount of feed can also be automated, by the core of the platform as this accounts
for major cost in the aquaculture supply chain (#T3). Along with the core, the main
complements that need to support the digital platform from our analysis are
insurance agents (#716) and suitable exporters by predicting the market price (H#T5).
As aquaculture involves high risk as it requires estimating different parameters, the
platform should be equipped to provide reliable farm level data to show proof for
the insurance agencies in case of harvest loss (Secretan, 2008). Moreover, the farmers

in traditional methods rely on intermediaries to find out suitable exporters. However,
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with the digitalization of the aquaculture supply chain, the farmers could provide
evidence for the quality of the product and bargain for higher value with a wide
variety of exporters and choose the best price offered.

0,14
0,135
0,13

0,125
0,12
0,115
0,11
0,105
0,1

#Topic #Topic #Topic #Topic #Topic #Topic #Topic #Topic
8 6 3 2 1 4 7 5

Figure 5: Topic Ranking
6 Conclusion and Limitation

In this study, we examined 50 digital aquaculture research works by applying
machine learning approach of topic modelling. Our aim was to examine the factors
that need to be considered while designing a collaborative digital platform from
multiple self-organizing platforms in the case of the aquaculture supply chain. While
there has been research on digital infrastructure in aquaculture in recent years, there
is a paucity of studies that focus on the analysis, integration and temporal
comparison of these infrastructures addressing problems faced by farmers in
different phases of the aquaculture supply chain. The main stakeholders we
identified from our data analysis for the digital platform are farmers, exporters and

insurance agents.

The focus of our research was to understand the challenges the farmers face in an
entire aquaculture supply chain. Our results bring out eight challenges in the
aquaculture domain that have to be considered while designing a digital platform.
Water quality monitoring, insurance policies available and feed parameters
monitoring are some of the main problems that have to be addressed. Water quality

parameters have to be controlled appropriately in the optimum range to increase the
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fish growth rate and to reduce the outbreak of diseases (Stigebrandt, Aure, Ervik, &
Hanson, 2004). After water quality, the second most important challenge identified
in our research is suitable insurance policies. As the stock in aquaculture is grown in
water, it is prone to unique risks and hazards unlike other industries (Secretan, 2008).
Therefore, these are the two most important factors that have to be considered while
designing a digital platform for aquaculture. Our results pinpointed that quantitative
analytical methods such as LDA can be used for the analysis of qualitative data as
that of research papers to get a bigger picture and insights for understanding the
problems they address in general.

However, this study also has some limitations. The first limitation is the limited size
of the dataset for topic modelling. However, as we included larger parts of the
papers, our focus was not on quantity but on obtaining a detailed topic analysis of
our specific text segments to identify concrete design factors for digital platforms.
Future research can derive more insights into the problems faced by the farmers by
including further textual data sources such as newspaper articles, data available on
social media, blogs etc. Secondly, negation detection has not been considered in the
algorithm. However, as we carefully inspected some text parts in advance during
data preparation, we are confident that this limitation will not affect the final results
substantially. Thirdly, with regard to methodology, topic modeling was the only
method applied in this study. Future research can compare our results with the
results from other methodologies like expert surveys for further verification.
Moreover, future works could also focus on using design science principles to build
a prototype version of the digital platform by considering the outputs from this
research. Topics pertaining to the problems faced by the farmers in special contexts
such as that of developing countries will be also interesting. The prototype can be
verified to obtain validation of the literature results through direct interaction with

farmers and expert opinion acquisition.
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1 Introduction

Companies need to develop innovative offerings to remain competitive (Amit and
Zott, 2010). Business model innovation (BMI) has manifested itself as an important
concept for theory and practice (Haaker et al,, 2017; Marolt et al., 2018), and
managers, in particular, should pay more attention to it (Pang et al., 2019). The
impact of BMI has been regarded as superior to technological innovation
(Chesbrough, 2007; Still et al., 2017; Teece, 2010). Thus, research on the methods
and tools to implement BMI has become an important aspect in managing
innovation (Amit and Zott, 2010; Becker et al., 2017; Schneider and Spieth, 2013;
Teece, 2010).

With the abundance of data and computing power, software tools can perform the
required modeling and analysis of business models (BMs) for innovation
(Osterwalder and Pigneur, 2013; Szopinski et al.,, 2019). Numerous contributions
have called for further advancement of the topic (Ebel et al., 2016; Szopinski et al.,
2019; Veit et al.,, 2014) and even suggest to explore “...the application of computer-
aided design tools to design tasks such as prototyping, simulating, iterating and
versioning business models...” (Osterwalder and Pigneur, 2013). At the same time,
the complexity to model and analyze BMs is rising. Particularly, the optimization of
a BM for profit, growth, innovation, and robustness, while ensuring dynamic
adaptation and strategic flexibility, are core use cases for managers (Cosenz and
Noto, 2018).

However, most concepts, frameworks, and tools for BMs and BMI presented in the
literature are inflexible and therefore limited in their use cases. For example, they
allow for analyzing and representing the current state of a company’s BM but fail to
account for dynamic behavior or future states of a particular BM (Augenstein et al.,
2018; Schaffer et al., 2019). Managers can be assisted in evaluating available
alternatives of BMI and supported in ongoing decision making, through software-
based artifacts, by performing simulations on a diverse set of strategic scenarios and
BM configurations (Schaffer et al., 2019).
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Therefore, the goal of this paper is to present a prototype of a tool that is capable
of modeling and simulating inherent dynamics in BMs. With this study, we
contribute to research on BM tooling and provide practitioners with a first version
of an applicable artifact based on the completion of the first iteration within a design
science research (DSR) cycle (Peffers et al., 2007).

2 Background and Related Work
21 Business Models and Dynamics

In prior research, numerous concepts and frameworks for developing and
innovating BMs have been proposed (Arreola Gonzalez et al., 2019; Marolt et al.,
2016). According to Massa et al. (2017) BMs can be understood, among other
interpretations, as formal conceptual representations of how an organization
operates. As such, these concepts and frameworks describe the value creation, value
delivery, and value capture logic of a venture (Teece, 2010). The Business Model
Canvas, as a conceptual representation, has become the quasi-standard for
representing BMs (Massa et al., 2017). Further, a variety of other frameworks are
available. In our study, we utilize the business model component framework by
Krumeich et al. (2012), which uses a component-based description similar to the
Business Model Canvas, yet allowing to describe a BM in more detail, as it consists

of 20 components.

With external upsets, rapid changes in legislation, and increasing competition, a BM
and its underlying factors are subject to ongoing adaptation. This has led to the

13

perspective of dynamic BMs, which can be defined as “...a complex system of
interrelated sub-components of the value creation, delivery and capture mechanisms,
which is interacting with heterogeneous internal and external influences leading to
the evolution of its components and the system itself.” (Schaffer et al.,, 2019).
Compared to a static approach, a dynamic perspective recognizes BMs as correlated
and complex systems of various elements. Furthermore, a BM is not only changed
purposefully, but it is also exposed to inherent dynamics that occur unintentionally.
The analysis of induced changes in a business model is crucial (Groesser and Jovy,
2016). In such complex systems, decision-makers require support to quickly take

informed and effective decisions (Jere Jakulin et al., 2020).
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One technique to model these dynamics is through simulation. By developing causal
loop diagrams, the logical interdependencies in a complex and dynamic BM can be
captured (Casadesus-Masanell and Ricart, 2010) and simulation models can be
derived. A literature-based review of existing interdependencies between BM
components can be found in Schaffer, Drieschner et al. (forthcoming). In the
context of BMs, a suitable simulation approach is system dynamics (SD) (Cosenz
and Noto, 2018). SD is a computer-aided approach to enhance analysis and decision
making in complex systems (Moellers et al., 2019), and according to Tduscher and
Chatac (2016) “SD focuses on identifying nonlinear causal relations in a system”. As
such, it accounts for nonlinearities, delayed cause-and-effect, and feedback
relationships (Groesser and Jovy, 2016). However, building effective simulation
models is a complex task and requires a deep understanding of simulation
approaches. In practice, simulations can be used to evaluate different BM choices
(scenarios) toward, for example, the adaptability, profitability, or robustness of a
BM. However, to encourage practical implementation, the ease of use needs to be
increased, since the typical consumer of the simulation outcomes is middle
management, innovation managers, entrepreneurs, and potential investors. These
consumers ate typically only interested in the simulation results, and often hesitate

to apply resources to model BMs required for simulation.
2.2 Extant Software-Based Tools for Business Models

To account for the complexity of BMs, managers use software-based tools to aid the
process of modeling and innovating BMs. One well-known example is the e3-Value
ontology (Akkermans and Gordijn, 2003). Other examples include Dellermann et al.
(2019) who developed a decision support system for BM validation and Peinel et al.
(2010) who described a modeling method to support the planning of BMs in the
context of eGovernment work. Groesser and Jovy (2016) provide a quantitative
approach for BM analysis, based on a SD-simulation, to address dynamic complexity
in BMs and interactions of company initiatives, BMs, and their elements. Techniques
have been proposed to identify the role of information technology (IT) in other
areas, such as BM transformation, evaluation, and management (Augenstein, 2019;
Rambow-Hoeschele et al., 2019; Terrenghi et al., 2017). In a series of papers,
Athanasopoulo et al. provided a tool for BM development in the context of the
Internet-of-Things, implementing prefilled BM templates and utilizing so-called
solution-based patterns (Athanasopoulo, de Reuver, Haaker, 2018; Athanasopoulo,
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de Reuver, Kosman et al., 2018; Athanasopoulou and de Reuver, 2018). However,
the majority of the existing software-based tools are restricted to visualizing and
designing a BM and do not offer simulation capabilities (Terrenghi et al., 2017). To
our knowledge, no tools exist that offer the capability to simulate different BM
design choices (i.e., scenarios), or that depict existing interdependencies between

components to account for inherent dynamics.
3 Methodology

By definition, the result of applying DSR is “a putposeful IT artifact created to
address an important organizational problem” (Hevner et al., 2004). An artifact may
be a decision support system, a modeling tool, a governance strategy, an IS
evaluation method, or an IS change intervention (Gregor and Hevner, 2013). Since
the goal of this research is to create a tool that enables decision support, we adhere
to the DSR guidelines for developing such an innovative artifact to an unsolved
problem as proposed by Hevner et al. (2004) and Gregor and Hevner (2013). Table
provides an overview of our DSR approach according to the process defined by
Peffers et al. (2007). This approach entails creating an understanding of the context
and the perceived problem, design a solution, interpret, and test the prototype with
a real-world use case. Through this process we are aligning with prior DSR
approaches on BM tooling, such as Athanasopoulo, Haaker et al. (2018).

Tablel: DSR approach applied within this research, adapted from Peffers et al. (2007)

Step Activities
(1) Identify Problem | Identify the problem and highlight importance (Section 1 and 2)
& Motivation
(2) Define  Solution | Select six requirements and detive concrete design principles (Section 4.1)
Objectives
(3) Design & Develop | Implement the tool to develop and simulate dynamic BMs (Section 4.2)

(4) Demonstration Apply the artifact to a case study (Section 5)

(5) Evaluation Evaluate a problem-solution fit and determine requirements and
improvements for the next design iteration (Section 06)

(6) Communication Publish problem and proposed solution to receive feedback from academia

The first step of our DSR cycle is the problem identification and the motivation of
the topic as in the first two sections of this paper. Second, we define the objectives
and the requirements of our proposed software tool used for BM development and

simulation. The third step, following the requirements and design principles, is to
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design and implement the artifact for decision support. Finally, we demonstrate the
artifact using a case study on a digital platform ecosystem for the German tourism
industry. In our case, the platform owner uses the tool prototype to assess alternative
options for the configuration of the value proposition in a first iteration. This
iteration comprises the alpha and beta testing and an initial use case to show that the
proposed tool can be used to solve practical problems (Hevner et al., 2004). We
evaluate the artifact and derive conclusions regarding its functionality in the fifth
step listed in Table 1 (Verschuren and Hartog, 2005). According to Prat et al. (2014),
the instantiation and the demonstration of the use of an artifact is a valid evaluation.
Particularly, we discuss preliminary results of the artifact and options for
improvement in subsequent iterations. Finally, we conclude our first iteration by
providing our insights to the community and by making the artifact available for

turther contributions from the scientific community (Hevner et al., 2004).
4 Artifact Description: Tool Prototype

In this DSR project, we focus on the design of a prototype that is functional for
further evaluation, based on the requirements that we identified from the literature.
In our first cycle, we created a working prototype of a software-based tool, which
can model and simulate BMs and their components. In this section, we present the

requirements and applied design principles, followed by the tool prototype.
4.1 Requirements and Design Principles

To define the objectives of the proposed solution, we obtained requirements and
design principles for BM tooling based on existing literature (Peffers et al., 2007).
We build on our prior work, during which we identified 59 requirements and
subsequent design principles for BM tools based on a comprehensive literature
review (Schaffer, Weking et al., forthcoming). These are 1) requirements regarding
dynamic BMs and 2) general requirements toward BM tooling and decision support
systems. Since this prototype represents the first design cycles of the overall research
setting, we selected the most relevant requirements to create the first artifact,
ensuring the relevance and practicality of the presented artifact. Within the first
research cycle, we selected six out of 59 identified requirements (see Schaffer,
Weking et al., forthcoming), which are listed in Table 2. Three researchers involved
in designing the BM of the use case depicted in Section 5 were asked to prioritize
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the requirements in a way that reflected their immediate needs. Based on this
prioritization, we selected the requirements in Table 2, as they describe the core
functionalities necessary for a running prototype and were prioritized by potential

users.

Table 2: Requirements identified and selected for the tool prototype in the first iteration

Requirement 1: Build on existing BM representations and use a clear structure (Athanasopoulo, de
Reuver, Kosman et al, 2018; Augenstein, 2019; Dellermann et al, 2019; Haaker et al, 2017;
Schoormann et al., 2018)

Requirement 2: Users have to be able to customize the underlying BM to best fit a certain context
(Giessmann et al., 2013; Szopinski et al., 2019)

Requitement 3: Provide features for specifying BM versions/variants to compatre different solution
options (Ebel et al., 2016; Schoormann et al., 2018; Voigt et al., 2013)

Requirement 4: Enable modeling of interdependencies between BM elements (Augenstein, 2019;
Schaffer et al., 2019; Szopinski et al., 2019)

Requirement 5: Provide functions for simulating and financially evaluating a BM (Szopinski et al.,
2019; Voigt et al., 2013)

Requirement 6: Facilitate collaboration across time, location, and organizational boundaries with
the architecture of the tool (Dellermann et al., 2019; Ebel et al., 2016; Schoormann et al., 2018; Zec
et al., 2014)

For the artifact specification, we selected subsequent design principles for the
respective requirements. These also stem from prior work (Schaffer, Weking et al.,
forthcoming). Our goal was to specify a useable artifact, with design principles that
can be easily comprehended and at the same time fulfill the requirements. The

following design principles, as presented in Table 3, are used for implementation.
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Table 3: Design principles employed to fulfill identified requirements for the tool prototype

Req. | Design principle Description
R1 | Use of existing framework by Krumeich et | Providing a clear structure by using an existing
al. (2012) framework consisting of 20 components

R2 | Individual creation, editing, and linking of | Allow customization by various editing and
components (Giessmann et al, 2013;|adjustment functionalities
Schoormann et al., 2018; Szopinski et al.,

2019)
R3 | Creating different models and versions of | Model management section to create and
them (Voigt et al., 2013) compare various models and versions of them

R4 | Modeling of interdependencies between | Function to create visual links as well as to create
components and effects on existing | dependencies within the underlying functions
interdependencies  (Augenstein, 2019; | used for simulation

Szopinski et al., 2019)
R5 | Definition of quantitative information |For each element, specific parameters, and
within elements and interdependencies | mathematical functions can be defined and used
used for simulation (Szopinski et al., 2019; | by the simulation

Voigt et al., 2013)
R6 | Containerized — software as a web|The architecture as web application allows
application (Zec et al,, 2014) collaboration without regional or time boundaries

4.2 Tool prototype

The prototype of our tool is depicted in Figure. The bar on the left presents the
hierarchical logic of our tool. After logging in, users can create a new project, for
example, based on their use case, represented in the “projects” view. Within a
project, a variety of BMs can be generated and simulated. The “models” section in
the center of Figure is the modeling environment. This environment is based on SD
(Forrester, 2009). To translate the concepts of SD into BMs, we used stocks from
SD as BM components, while flows from SD were used to describe interrelations
between the components. Stocks in SD describe entities that can accumulate or be
depleted, such as resources. Flows are entities that lead to an increase or decrease in
a stock, for example an adoption rate influencing the total number of customers. As
such, one stock represents a maximum of one BM component; however, more than
one stock can be used to model a component, e.g. different types of resources within

the component resource model.
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Macel Name: Services

Element details

Figure 1: Tool prototype. Left: Navigation bar. Middle: Modeling environment depicting a

case from a research project (see Section 5 of this research). Right: Editing section

Components can be grouped for better comprehension. We use the Business Model
Component Framework of Krumeich et al. (2012) to describe each of the components,
as it is a detailed framework consisting of 20 components, allowing us to capture the
complexity of a BM and prepate it for simulation. In Figure 1, on the right, the
editing section of an individual element is shown. Each element in the modeling
environment can be described (element type, e.g., BM component; metrics, and
equations for simulations) and edited individually. In the model depicted in Figure
1, the editing of the BM component Customer and Market Segment is shown. Users
can choose the relevant BM component currently modeled from a dropdown list
(turquoise button on the right), describe and edit the component, and define its
metrics. The same is possible for additional variables and stimuli to create
comprehensive models that are suitable for simulation. Once a model is created,
users can run simulations directly in the modeling environment. If equations or
metrics are missing, error warnings are shown for the respective components.
Depending on the variables that have been defined, it is for example possible to
simulate cash-flows for different scenarios. The simulations can be performed

directly within the “models” section and be saved in the “simulation history” screen.
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The prototype is designed as a containerized application, to allow easy deployment
in different environments. To address the presented requirements and develop the

prototype, we implemented the following technology stack:

e Docker for Containerization,

e Spring Boot, Angular, and Bootstrap for the application,
e MySQL for the database,

e Swagger for the API, and

e The simulation engine is self-developed and implemented in Java, following
the rules of SD (Forrester, 2009).

5 Artifact Demonstration: Use Case of a Research Project Conceptualizing
a Digital Platform Ecosystem

The use case to demonstrate our tool and its subsequent evaluation is a research
project that aims to conceptualize a digital platform ecosystem for the German
tourism industry. One relevant use case of the platform is connecting two customer
segments: Business-to-business (B2B) service providers (component Customer
Segment 2 in the modeling environment in Figure 1) and business-to-consumer
(B2C) service providers (Customer Segment 1). Different key values are offered for
both customer segments to get them on board (Engert et al., 2019). To provide
value-added services, B2B service providers require a large amount of data to be
exchanged through the platform. The B2C service providers are interested in the
available services on the platform, which they can use and offer to their respective

customers.

The success of this platform BM depends on the willingness of the B2C service
providers to share their data within the ecosystem. If they provide sufficient data,
B2B service providers are more eager to provide value-added services. The B2B
service providers, on the other hand, are willing to create a service in exchange for
data, as data monetization has become an important strategic option for many firms
(Baecker et al., 2020). The platform BM has two options available:
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e Option 1: Increase the BM component Product and Service Offering by
increasing the number of available services (Resource 1) by, for example,
creating services for the platform by the operator;

e Option 2: Increase the BM component Resource Mode/ by increasing the
amount of available data (Resource 2) on the platform by, for example, the
operator paying B2C service providers to shate their data.

Choosing either one of these options will have significant implications on the
respective adoption rates, and thus on the growth of the platform and its BM. The
complexity of the decision lies in the tradeoff between multiple future scenarios
regarding the platform ecosystem. The proposed tool is capable of simulating this
eatly stage, helping to evaluate the available options and tresource investment
decisions. In Option 1, creating own services, increasing the Product and Service Offering
requires additional resources (Ressource 1), additional activities (Activity 1), and
increased costs (Financial Model: Cost Model). Option 2, paying for the provision
of data, requires additional activities (Activity 2), increased costs (Financial Model:
Cost Model), and influences the customer relationship, the value proposition, and
the profit (Financial Model: Profit). In Figure 1, only the relevant components of
this setting are shown. Based on this model as depicted in Figure 1 and described

above, both scenarios can be simulated.

The tool models these interdependencies and helps to understand occurring
dynamics. Based on a set of assumptions and real-world data, it can be shown that
Option 1, even though having higher initial cost (Financial Model: Cost Model),
increases the overall adoption of the BM (the adoption rates of both customer
segments increase stronger in this option than with Option 2) as well as the long-
term profitability (Financial Model: Profit). Option 2 is more costly (Financial
Model: Cost Model), and the costs increase even more with an increasing adoption
rate by the B2C service providers (B2C adoption), while the adoption rate of B2B

service providers is weaker.
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6 Discussion and Conclusion

In this paper, we designed and evaluated a software tool to model BMs and their
inherent dynamics. The proposed artifact is novel since existing tools hardly support
the modeling of interdependencies between BM components and do not simulate

dynamics or evaluate varied design choices.

Through our artifact, we contribute to research on BM tooling and dynamic BMs.
For the two BM scenarios within the demonstrated use case, we successfully show
the practical application of the tool and its’ simulation functionality. We, therefore,
contribute to the body of knowledge by showing that simulations and software tools,
for complex BM decisions in practical settings, enhance decision support (Massa et
al., 2017) in the context of BMI (Augenstein, 2019; Cosenz and Noto, 2018).
Furthermore, we enhance literature on BM tooling by providing a tool allowing to
evaluate different BM design choices and depicting interdependencies between
components, thus accounting for dynamics (Osterwalder and Pigneur, 2013;
Szopinski et al., 2019). At the same time, the tool is a step towards purposeful user-
involvement in BM design and BMI.

This research is subject to certain limitations. Only a limited number of requirements
have been realized, as we focused on the fundamental functionalities of our tool.
The creation of simulation models is still complicated, not entirely accomplishing
the goal of reducing the effort to conduct complex simulations. Furthermore, the
evaluation of the tool prototype is demonstrated through the use of the artifact
within a research project, with the BM being in a conceptual stage. Even though this
is a valid evaluation method (Prat et al., 2014), additional iterations and more user
feedback are required. For simulation, the tool uses SD-models, which are
incomplete and can be extended and further validated (Tduscher & Chafac, 2016).

Based on this prototype and feedback received, we will expand the tool through case
studies on the BMs of companies while continuing to evaluate the existing tool. The
tool will be advanced by a new user interface and providing templates of generic
patterns, building blocks, and where practical, entite models. More BM
representations, such as the Business Model Canvas, will be implemented to allow
selection of the desired framework by users. Further, we plan to implement a

recommender system for modeling, which will reduce the complexity of modeling
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and simulation. Automatic identification and notification of users of crucial
dependencies between components is another option for advancing the proposed
artifact. User involvement in BMI will be encouraged with a collaborative editor. In
the tool’s current form, for different scenarios, a model needs to be cloned and
adjusted. However, for the updated design, we plan to implement the development
and the evaluation of different scenarios within one model. Finally, a repository of
models that have been developed with our tool could be provided anonymously and

used as best practice guidelines for various practitioners.
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1 Introduction

Many of the health beliefs circulating our society are outdated. Widely held views on
aging, for example paraphrased as ’Many people assume that our manner of death is
preprogrammed into our genes. High blood pressure by fifty-five, heart attacks at
sixty, maybe cancer at seventy, and so on ...” (Greger & Stone 2016, p. 5) have been
refuted by a large body of recent health research (Lozano, 2012, Li, 2018, Willett,
2019). It turns out that key to our health is our self-repair: in virtually all our cells
and tissues, damage is being repaired on a continuous basis (Li, 2019). This fact is
largely unused by healthcare professionals, nor are we using how dynamically this
can be improved (with biometric improvement feedback on an hourly or daily basis)
by using healthy lifestyle choices on foods, exercise, sleep etc (Greger & Stone,
2010).

Unfortunately, health discoveries take decades to enter clinical practice (Balas &
Boren, 2000) and old beliefs continue to pervade not just our society, but even our
medical journals, especially regarding lifestyle and nutrition (Casazza, 2013).
Analysis of the why, how and what of this problem, including the influence of
fabricated pseudo-science by vested industries is a science in itself, see for example

(Campbell & Campbell, 2016, Greger, 2019), and is outside the scope of this paper.

We must speed up adoption of health improvements which are based in solid science
(Lozano, 2012, Li, 2018, Willett, 2019). We don’t have the luxury to wait, since
current healthcare practices are costly and unsustainable. Just as the Safeway CEO
and the corporate Coalition to Advance Healthcare Reform have already calculated
in 2009: with 74% of health costs arising from four conditions (cardiovascular
disease, type 2 diabetes, obesity and cancer) which are largely preventable or
reversible (Burd, 2009). Their disease processes take decades to progress and are
sensitive to lifestyle (Ornish & Ornish, 2019). Thanks to recent insights, neurological
(dementia) diseases can be tentatively added to this list: they are very costly as well,
plus mostly preventable from cardiovascular and even Alzheimer’s disease causes
(Barnes & Yaffe, 2011, Barnard, 2014). And hopes are sparked by promising recent
results in using broad spectrum health interventions to actually reverse brain damage

and cognitive decline (Bredesen, 2018).
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From a biological and health engineering perspective, some of the most promising
recent health discoveries use our innate mechanisms for rapid bodily self-repair. In
short, we want to help people experience and measure better health, possibly within

a day, with rapid feedback of progress across a broad spectrum of health indicators.

We already knew the motto: ‘Health happens between doctor visits.” Next, we would
like to add: ‘Health improvements can be shown overnight’. That is, if you use
appropriate health interventions and feedback measurements. For design purposes,
we take a 2050’ view from the future, using ‘optimism by method’: on the one hand
assuming maximum use of the dynamic nature of our biology for self-repair and on
the other hand temporarily ignoring current healthcare barriers for adoption. Thus
aiming for: what might be achievable in ‘next level Quantified Self for

patient(citizen) empowerment and health improvement?

Our aim is to promote cure via rapid health self-repair feedback cycles. This needs
an approach with personal iteration cycles, see Figure 1, using (Cross, 1994) goals
analysis (problem space), intervention planning (solution space) and measurement

portfolio (evaluation space).

Problem Space:

- Diagnostics (biometrics,
lifestyle, family risk) \

- Preferences & Context

Evaluation Space: Solution Space:

- Measurements of health - Portfolio of intervention
progress options

- Plan & iteration updates - Personal plan (goals,

activities, timeline)

\__—/

Figure 1: Personal iteration cycles for rapid health self-repair!

!'This paper focuses mostly on the biology content and opportunities of self-repair. See Simons (2010, 2012 etc) for
more details on the intervention processes and formats. Still, overall health iteration success depends on the full
picture.
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Thus, the main research question is: What could be an intervention- and bio-
feedback portfolio to promote cute progression/health self-repair within days or

weeks?
2 Method

Our research question is a design question. And the aim of this paper is to conduct
a design analysis. The analysis is an example of design research rather than design
science (Vaishnavi & Kuechler, 2004). Design science aims at generating knowledge
on design, design research aims at generating (domain specific) knowledge for
solving a given problem.

Our analysis will follow design cycle phases 1 and 2 of (Verschuren & Hartog, 2005):
‘1. first hunch’ and ‘2. assumptions and requirements’. The design problem at hand
aims to create personal support for people who want to make healthful lifestyle
changes when faced with major life (-threatening) events like a heart attack or a
chronic disease. Our ‘first hunch’ starting the design cycle is that personal health
self-repair feedback on a (near-)daily basis may promote healthful behaviours and

support health self-management choices.

To answer our main question it has to be broken down in sub-questions. Thus our
main question regarding (near-)daily biofeedback for health self-repair will be
covered via the design iteration sub-questions of problem-, solution- and evaluation
space (Cross, 1994):

A) Which goals and ambition levels are feasible for health self-repair?
(= Problem Space)

B) Which intervention and personal planning portfolio holds promiser
(= Solution Space)

C) Which measurement and evaluation portfolio may aid progress?

(= Evaluation Space)

Since our healthcare systems are hyperspecialized, it is no wonder that the four
domains we focus on (cardio, onco, neuro and metabolic) vary widely in their current
and emerging approaches on health, self-repair, patient empowerment, interventions

or types of measurements. Given this diversity, we will conduct a cross-case analysis
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across these four domains to find a first, exploratory set of answers to our research
sub-questions. Our approach is similar to action research in the sense that we have
a high level of 'access' to the current practices in these four domains? and at the same
time we try to assess innovation options for health self-repair, given recent health

discoveries as well as bioinformatics advancements.
3 Analysis

In sections 3.1 to 3.3 we answer the three research sub-questions. In each section
we first discuss the differences and similarities across the cardio, onco, neuro and
metabolic domains and then summarize the answers in a table. This cross-domain

analysis provides the basis for the discussion and conclusion in section 4.
3.1 Which goals and ambition levels are feasible for health self-repair?

This section addresses feasibility of health self-repair. Given the space limitations
here, we will refer to other sources for mote extensive discussions of disease reversal
options for each of the domains. For example, ‘the book’ on cardiovascular disease
reversal was practically written by professor Ornish, not only with case-controlled
proof of reversal early on (1990), but also with extensive follow up studies and
publications (Ornish, 1998, Ornish & Ornish 2019). Still, this field is much broader
(for an overview on this ‘disease of affluence’, see Greger & Stone 2016). And if we
are looking for really fast health improvements, Jenkins et al (2003) have shown large
LDL cholesterol reductions (-35%) within 14 days. More recently, the importance
of vascular endothelial function has become clear for heart health. Vascular function
improves within hours of a bealthy meal Murphy 2012, Lidder & Webb, 2013). As a
motivating clip for young and old: the ‘Game Changers’ (2020) movie shows a
humorous experiment halfway, where young athletes have over 300% percent
improved erectile activity in the night directly after a healthy vegetable meal. Also
for long term cardio benefits, lifestyle appears to trump medicine, as more
extensively discussed elsewhere (Greger & Stone 2016). One example from that
discussion. Statins are the most commercially successtul drugs and most effective
medication for cardiac disease. Still, a 100 people have to take the drugs (with all its

side effects) for 6 years, in order to prevent a total of 3 heart attacks or deaths across

2 By providing 6 months of lifestyle coaching (Simons, 2010, 2017) for literally thousands of patients and caregivers
in all these domains, over the course of the past 10 years.
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that group of 100 people. Lifestyle can do much better, with a 60% risk reduction
of cardiac events in four years for 200 lifestyle participants of dr Esselstyn (2014),
which is in line with the long term results of Ornish (1998). This again illustrates a
further degree of disease reversal with lifestyle than with drugs. In conclusion,
assuming people adopt the right health habits, the cardio domain holds much promise

for adopting self-repair to enable faster, cheaper and better results.

For the neuro(logy) domain, a recent mantra has become: ‘What aids heart health also
aids brain health.” (Barnard 2014) We focus on dementia here, even though
depression incidence shows remarkably similar lifestyle dependencies (McMartin
2013, Greger & Stone, 2016). The most common forms of dementia are
cardiovascular dementia and Alzheimer’s disease. Their worldwide incidence
patterns show large variance similar to heart disease, depending on similar lifestyle
patterns, which also help explain differences within Western populations (Barnes &
Yaffe, 2011). Whereas prevention is quite feasible, treatment has proven itself
difficult. No medication has been found that offers any form of cure, despite many
multibillion dollar drug trials. According to dr Bredesen and others (Ornish &
Ornish, 2019, Barnard, 2014) this is logical, since they were focusing on symptoms
of brain defense (amyloid plaques), instead of addressing its multi-factor causes:
usually inflammation, toxicity and the nutrient- and hormone-health of the blood
supply (Bredesen, 2017, 2019). This asked for a multi-factor intervention program
(across multiple health centers), which has shown large improvements for over 100
patients in for example memory, cognitive function and even hippocampus volume.
Measurable improvements occur within weeks and in many individuals they last for
years (Bredesen, 2017, 2019). In conclusion, and given the dire consequences of
dementia in destroying your memory and personality, these are quite promising self-
repair results indeed, driven by eating better and exercising better for example

(Baker, 2010).

Regarding metabolic diseases, we focus on obesity and type 2 diabetes, since these are
highly lifestyle dependent and they cause the majority of health and financial burdens
of metabolic disease. Looking at the big picture: their worldwide incidence has very
similar patterns to cardiovascular disease and dementia, with an important
distinction that causation is more dependent on food patterns (overconsumption of
high-energy-density junk- and animal foods and underconsumption of fibrous,

whole plant foods) resulting in overweight, insulin resistance, glucose intolerance
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and rapid aging at ever younger ages (Fuhrman & Sorensen, 2012). Fortunately, in
terms of rapid repair, healthier eating and exercise can reduce medication needs
within days and weeks, by improving insulin sensitivity, glucose tolerance and other
health indicators (Simons 2016).

In terms of health self-repair, oncology is one of the toughest domains. On the one
hand, we now know that the majority of cancer cases and deaths in the West are
lifestyle dependent (lung, colorectal, prostate, breast cancer) with worldwide
incidence patterns matching the previous diseases of affluence domains discussed.
Several prevention strategies that work for the other domains, also help for cancer
prevention (Campbell & Campbell, 2016). Unfortunately, ‘Cancers are much easier
prevented than cured. They are often diagnosed in their later stages, when they are
harder to treat.” (Li, 2019) What does this mean for ‘secondary’ prevention, since
most patients want to improve their health (risk) behaviors after the moment of
diagnosis (Stull, 2007)? The good news is that we seem to be able to enhance our
innate repair and defense mechanisms with healthy living. Not only in the initiation
stage, but also in the growth and spread (metastasis) stages (Campbell 2017). And
the less aggressive the cancer, the more healthy years this may buy us. For example,
at three months as well as 5-year follow up, healthy lifestyle was successful for eatly
prostate cancer (Ornish, 2005, 2013, Thomas, 2014). And for breast cancer, an
average of five weeks between diagnosis and surgery was enough to significantly
reduce tumor cell proliferation, enhance cell apoptosis and reduce metastasis risk in
a randomized, placebo-controlled trial (Thompson, 2005). In summary: while
healthy living prevention has most to offer for oncology, we are just beginning to
scratch the surface of using our body’s innate repair and defense mechanisms from
the moment of diagnosis. And since tumors are more complex than atherosclerotic
plaques for example, being able to try different lifestyle strategies and rapidly assess
their impact (like we started doing for other cancer treatments) could be a very

promising addition to personal treatment plans.
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Table 1: Answers to: Which goals and ambition levels are feasible for health self-repair?

Answer summary

Cardio & Promising health self-repair has been shown within days and

Metabolic weeks, with lifestyle repair trumping medicine.

Neuro & Neuro & Onco: both better preventable than curable. Neuro:

Onco first promising repair results with lifestyle. Hesitant progress in
onco; some promising results.

Preferences Many patients make lifestyle changes around the moment of

& Context diagnosis. This is too often ‘jumping to solutions’ with

insufficient considerations for evidence or quality of life
preferences and context. Besides, public health prevention
suffers from ‘diluted” guidelines.

As stated in section 1, this paper focuses more on the biology- than on the process
aspects of health self-repair planning, which have been discussed elsewhere (Simons,
2013, 2014, 2015, 2020). However, two process elements are important to highlight
here. First, personal health choices ate already highly prevalent around the moment
of diagnosis, but often these ate ill-informed choices. This is partly due to the fact
that public health guidelines suffer from many forms of ‘dilution’, including (invalid)
assumptions that people do not want to make big changes even if that would bring
big gains. For a more extensive discussion see Greger & Stone (2016). Second, user
preferences and (social-/family-) context matter a lot for the success of healthy living
choices. But just like in other design settings, preferences can be highly dynamic, for
example when health benefits are achieved. Thus they need to be part of explicit

choices in the overall process.
3.2 Which intervention portfolio holds promise?

In terms of intervention options offered to patients, our first 2050” design goal is to
achieve significant measurable health improvements in the short term (preferably hours, maybe
days or weeks). Our second design aim is to make gptimal use of onr body’s innate repair
and defense mechanisms, given how precise and dynamic our body’s own repairs
generally are, if we don’t actively distort them, see previous section (and for example
Li 2019, Greger & Stone 2016). Third, we prefer interventions that also foster other

long term health outcomes, thus creating positive, instead of negative, side effects. Our
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fourth design goal may create trade off choices? with the previous goals: attractiveness,
which includes broadness of choice and practical feasibility for the person/patient

involved. This to increase healthy living motivation and long term sustainability.

So what do these four design goals mean for creating a suitable intervention
portfolio (besides acknowledging that this portfolio must be sufficiently robust as
well as flexible in the face of continuous evidence-based updates)? This is
summarized in Table 2. An important question is how far we can come with
‘relatively straightforward’ generic health behaviors, or if we need very specific and
personalized interventions? Fortunately, the research 9ury’ has been out and is quite
clear on this matter (Ornish & Ornish, 2019, Willett, 2019, Greger, 2019). For all
our four health domains a few rules of thumb atre valid. First, the health behaviors
that best prevent a disease generally also best repair the damage. Second, we don’t
need separate ‘health prescriptions’ per domain: they are largely similar. The health
benefits are to a very large extent (roughly 90%) achieved with the same core set of
lifestyle behaviors regarding smoking, alcohol moderation, foods, physical activity,
obesity, sleep and social support (Lozano, 2012, Ornish & Ornish, 2019), with
genetics in these diseases counting for no more than 10%-20% at most (Willett,
2002). Some additional tweaks are sensible per conditions, see examples in footnote
3. Finally, as a third rule of thumb, the best lifestyle improvements are the ones that
people actually continue doing, plus there is a dose-response: more behavior
improvement means more health results. People best adopt plans and behaviors that
they have chosen themselves (Gessnitzer & Kauffeld, 2015) and long term
adherence is a combination of perceived behavior attractiveness, plus health benefits
(Simons, 2020b). Thus, on a process level, personal goal setting and planning are
important.

3 For example, if people can create 80% of the expected results with only 2 lifestyle improvements, they will often
prefer this to implementing 10 additional improvements for a next 10% gain.
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Table 2: Answers to: Which intervention portfolio?
Answer summary
Generic vs From a biology perspective, generic health choices may
Personal provide a surprisingly large part (estim. 80%-90%) of
Interventions? expected results. Still, the degree of health improvement

(which predicts results) largely depends on personal plans.

Cardio, Neuro | These three domains share similar mechanisms and lifestyle

& Metabolic factors. With some detail adjustments for rapid repair
boosting.*
Onco Though repair mechanisms seem to benefit from healthy

lifestyle, different cancers respond differently to lifestyle

factors. Testing and adaptation needs to improve here.

One specific mention has to be made regarding the oncology domain and self-repair
interventions. This field is still really in its infancy. Cancers do share many of the
generic lifestyle factors with the other domains: smoking, alcohol moderation, foods,
physical activity, obesity (Norat, 2010). But a large challenge is that different cancers
appear sensitive to different lifestyle and dietary factors (see Gregor & Stone (2016)
for an overview across many cancers), plus tumors are highly diverse. Even within
the same person, colon cancer cells in one tumor may acquire more than 100
different DNA mutations over time, making tumor diverse in responding to changes
in their environment (Langley & Fidler, 2007). At the same time, being able to test
and assess rapid repair results from lifestyle interventions is important, in order to
stop tumor progression early. This test cycle will depend on improved measurement

and feedback, which is discussed in the next section.
3.3 Which measurement and evaluation portfolio may aid progress?

The area of health indicator measurements has enormously expanded over the past
decades. And with the rise of bivinformatics, measuring genomics, proteomics,
metabolomics etc, many new opportunities will emerge in the coming decades.
Especially ‘#ransiational bioinformatics, bridging ‘omics’ and lifestyle diseases, including

traditional public health biometrics (like oxidized LDL cholesterol, angiography for

*+ For example, salt reduction and endurance sports for endothelial function & blood pressure, low glycemic foods
and resistance training for type 2 diabetes, and low-tox, high fiber foods for dementia.
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plaques, or endothelial function via ultrasound or laser Doppler techniques for
cardiovascular disease) is promising (Tenenbaum, 2016, Ravi, 2016). Still, the more
options arise, the more important it becomes to be clear about measurement

objectives and avoid jumping to solutions’.

If a measurement portfolio is to really empower individuals in their day-to-day health
self-repair, this creates several design goals. We will start illustrating these design
goals for the cardio domain, which has several lessons to offer, since it has the most
extensive tradition of lifestyle self-management, measurement and feedback of the
four domains. We discuss domain-specific issues in comparison to this cardiovascular

reference.

A first goal is reliability and validity (including sensitivity and specificity): does it
measure the relevant biological causal factors, and does it do so selectively enough?
Second, the nice thing about the cardio domain is that we have learned to monitor
behaviors (e.g. step counters), risk factors (e.g. blood pressure) and tissue health
(endothelial function). In other words, our second goal is to measure a broad array of
the most relevant inputs (like behaviors) and outputs (desired health results). A third
goal is providing rapid feedback, since we are trying to capture hourly and daily
improvements. Besides, our feedback aims also favor Do-I+-Yourself (DIY) solutions,
similar to current consumer blood pressure measurements, since regular home
measurements provide a much more valid picture of the situation than a quarterly
checkup at your doctor’s. Fourth, given the aim for repeated DIY measurements,
consumer market cosz/ benefits are important: they ideally are cheap, simple to deploy
by an individual him-/herself and to interpret in terms of health behavior
consequences. This latter step may often require some training by health

professionals, like we do for LDL cholesterol or step counter readings.

If we compare the four domains we see large differences. The metabolic domain is
close to the cardio domain in terms of DIY options with cheap, rapid blood sugar
teedback for diabetics for example. (Although it’s curious to see the focus on the
symptom level readings of blood sugar or HbAlc, whereas insulin levels are much
closer linked to biological disease causality. In terms of causal focus, the cardio
domain is further ahead.) By contrast, the nexrology and oncology domain have very few
DIY measurement options, health feedback loops or even any health self-

management support (apart from several cognition and memory tests that can be
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done online). And a down-side in the neuro domain is a widely felt fatalism similar
to ‘we cannot help you anyway, so why bother with detailed diagnosis.” Bredesen
complains that due to this fatalistic attitude even most neurologists omit many of
the basic tests to confirm which type of Alzheimer’s it is, and whether inflammation,
malnutrition, toxicity or hormone imbalances are involved (Bredesen, 2019).
Hopefully this will change in the future, since we now know these are modifiable
health factors. Paradoxically, the onco domain is currently still the most dis-
empowered in terms of health self-management (often treated by oncologists as
being largely inconsequential compared to the tumor), however its emerging
‘omics’/bioinformatics measurement portfolio may show us part of the route for
the future, for two reasons. First, it stimulates development of ‘omics’
measurements, by for example routinely genotyping tumors and increasingly using
biomarker assays for predicting recurrence or metastasis risk (Hatakeyama, 2017).
Second, it has become increasingly normal to check within a few weeks whether a
(chemo or immune) treatment is ‘catching on.” This rapid feedback shows us the
way for 2050’ Quantified Self.

Table 3: Answers to: Which measurement and evaluation portfolio?

Answer summary

Overall Reliability and validity, rapid feedback, broad (from

measurement behaviors to health results), Do-It-Yourself (DIY) options,

goals consumer market cost/benefits (cheap, simple).

Cardio Already some self-management measurement options

& Metabolic available. Future consumer ‘omics’ can hopefully improve
health feedback.

Neuro & Onco | Rapid growth of ‘omics’ feedback in the onco domain. This
may soon aid better causal diagnosis in (multi-factor) neuro
problems, next improve ‘omics’ health feedback for cardio

and metabolism.
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4 Discussion: Towards next level Quantified Self Bioinformatics

A previous 2050’ vision for Quantified Self (QS) was crafted by Swan (2012). We
would like to add ‘next level” health ambitions to that vision. Quantified Self goals
should mature further, beyond the focus (Swan, 2012) on data collection or research
or prevention. The focus should be on cure and health. And the aim for QS

bioinformatics to become a key contributor to health and cure results in 2050.

This aim is built on four premises. First, there is the rapidly growing array of options
for rapid health repair feedback, see also section 3.3. Second, as discussed in section
3.2 and 3.3., health improvement and feedback options are generally welcomed by
many patients around the moment of diagnosis. Third, research has increasingly
shown that from a biology perspective, health self-repair is more effective than
current ‘best available’ medical treatments (largely because self-repair is biologically
more plausible and more advanced, thanks to millions of years of evolution) as
discussed in section 3.1. Fourth, see also section 1, self-management for health repair

is cheaper and supports a more sustainable healthcare system.
5 Conclusion

Health self-management has a lot to offer for a more sustainable and effective 2050’
healthcare, if linked to bodily self-repair feedback cycles. This should be optimized
for achieving and measuring health improvements in a matter of hours or days,
based on insights from (near-real time and user friendly) bioinformatics. Especially
when these data create a shared health progress view and dialogue with health
professionals, this may promote truly collaborative health improvements in

healthcare, with large and effective contributions from patients themselves.
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1 Introduction

"Agility" and the "Agile Work Organization" are on everyone's lips right now. This
applies to practice and research, which highlight the potential for innovation,
sustainability and profitability. The concept of the Agile Work Organization (AO)
with increased speed and flexibility is reflected in inconsistencies, overlapping and
contradictory definitions, and different and heterogeneous mindsets. In IS-
Literature agile information system development methods are discussed and based
in dynamic work structures enabling organizations to deliver faster products for
customers (Cao, Mohan, Ramesh, & Sarkar, 2013; Rigby, Suthetland, & Takeuchi,
2016)Recognizing these characteristics, IS scholars have analyzed the influence of
these methods on firm’s strategies, structures, and processes (Cao et al., 2013;
Conboy, 2009; Tripp, Riemenschneider, & Thatcher, 2016). Management and
organization science focus on the development of a new organizational logic to
(re)organize resources and work arrangements in a digital world (Y. L. Doz &
Kosonen, 2010). However, little attention has been paid to the question of the
constitution of an AO and the relationship between the different research streams.
The missing clarity about the exact nature of an AO makes it difficult to
appropriately compare, analyze, and discuss the phenomenon. Consequently, we
conduct a structured literature review (SLR), drawing on existing AO articles and
prior AO studies, to present a framework of the AO, and furthermore provide an
explanation, current state and connection between the different components by
formulating propositions for the relationships between the different components of
the identified AO dimensions.

This paper is organized as follows. First, the methodology is presented. Second, we
present a definition and framework of the AO. Third we present the results of SLR,
which consists of the identified three dimensions and six components and four
propositions, which we identified from management, organization science, and IS
literature. Finally, theoretical and practical implications, as well as limitations and

prospective areas for future research of this paper are highlighted.
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2 Methodology

Our research is a three step structured literature review according to Webster and
Watson (2002) with the aim of better describing the area of agility in the

organizational context and thus summarizing the relevant knowledge.

Step 1: Keyword-based search: We used a keyword-based peer-reviewed literature
research. The first step led to the search terms "agile" OR "agility". We applied the
search terms to the titles, abstracts and keywords of the publications. For the
keyword search we used the academic databases EBSCO BusinessHost, Science
Direct and Scopus. We performed the keyword search between March 2019 and
May 2019. This step resulted in a total of 23,092 results. In order to reduce these
articles to an analyzable number, and at the same time provide not only a
comprehensive but also a specific set for our analysis, we focused only on peer-
reviewed journals published in IS, management and organizational science outlets in
leading A* journals or journals with an impact factor greater than 1.5. After applying
this inclusion and exclusion criteria, 198 papers remained. Last, we excluded papers
on other topics and papers that only marginally refer to agility by applying the
definition provided by Sambamurthy, Bharadwaj, and Grover (2003) p. 245.
Ultimately, 36 met all the inclusion criteria and provided us with a first set of papers

to be included in the review.

Step 2: Concept-based (forward /backward) search: In addition to the keyword-
based search, we conducted a concept-based search using reverse and forward
search (Webster & Watson, 2002). For the backward search, we examined the 36
papers for citations from earlier sources and then obtained copies of cited sources
that we considered potentially relevant. For the forward search, we looked for later
sources that cited the 32 papers. In total, we reviewed 875 papers in this step (762
papers from the reverse search and 113 papers from the forward search). Thus, we

identified another 16 relevant papers to be included in the review.

Step 3: Additional literature search: Finally, we have also searched for highly
relevant papers, which were not part of the search results in the previous steps. This
included collaborating with companies in research and practice, reading reviews and

making recommendations from other channels. In total, we have identified another
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six papers that were not already included in the two previous search forms. In total,
our SLR identified 58 papers on agile or agility in the organizational context,
including papers on agile or agility as part of a broader organizational use if they

provide relevant insights.

The remainder of this paper contains an analysis and review of these 58 papers. Two
experienced raters have independently reviewed the paper set using open coding for
its content and paid particular attention to attributed characteristics, explicit and
implicit definitions and key findings particularly relevant to AO. All authors
confirmed the final coding of each article and discussed the coding differences until

we reached a consensus; this helped to eliminate individual differences (Bullock &

Tubbs, 1990).
3 Agile Organization definition and framework

As generally useful for an SLR, we use a clear definition of the phenomenon of the
AO and a conceptual framework to structure the review. (Rowe, 2014; Vom Brocke
et al,, 2015). We compared the papers, supported by our own coding, to identify
characteristics that can be consistently (across all papers) attributed to the AO. After
reviewing the paper set, we were able to refine our definition of the AO to the

following:

The agile organization increases its speed and flexibility (a) in fast
changing environments (b) by a strategic orientation in sensing and
responding, by (c) a functional alignment of knowledge and fluidity of
resources (d) and by an operational team & working environment for

optimal customer centric product delivery.

The definition of the AO has four components (a—d) according to the set of papers.
First, the AO is in a turbulent environment of constant dynami ¢ change. Second,
agility, as in many business decisions, is a strategic orientation of the organization.
In our review, we found that sensing and responding are key points for the strategic
orientation of an AO. Third, the AO must be able to bridge the gap between
organizational strategic sensing and operational product delivery. The alignment and
the fluidity of resources should be flexible with both dimensions. Fourth, agility is on

an operational level based on agile methods for the rapid development and
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implementation of customer-centric products. Figure 1 shows the synthesis of the
literature into a framework that allows us to structure the review in a concept-
oriented way using important components of the AO phenomenon (Rowe, 2014;
Vom Brocke et al., 2009; Vom Brocke et al., 2015; Webster & Watson, 2002).
Accordingly, the purpose of the framework below is to support a better conceptual
understanding of the AO and to provide a structure for our analysis of the identified

papets.

The AO framework has three main components. The “Strategic Agility” component
covers critical capabilities of organizations to identify or sense and respond to
relevant changes for sustainable business strategies. The “Functional Agility”
moderate and align strategic agility with the operational circumstances. Finally,
“Operational Agility” component encompasses insights regarding the optimal use
of different working systems and product delivery in the right environmental setting.
The horizontal arrows indicate the direct and indirect effect of the dimensions on
the overall goal of AO. The vertical arrow indicates the environmental forces on the

respective dimensions.

Sensing Strategic
— Agility ™
Organizational
Responding
Knowledge \
Alignment . P2 Pl
Functional Speed &
Fluidity
s P4
Team & Work
Environment )
Operational
Product Agility ‘
Delivery Environmental
Forces

Figure 1: Agile Work Organization Framework
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4 Analysis

In this section we discuss the state of knowledge about the AO, which is
structured according the conceptual framework depicted in Figure 1. For each
component of the framework we first give a definition and then go into detail on
individual research directions. Finally, we formulate propositions denoting the

effect in each of the dimension and for further research.
4.1 Strategic Agility

We refer to Strategic Agility as the ability of organizations to use business processes
to achieve speed, accuraey and cost savings in the exploration and exploitation of
innovation and competitive opportunities. (Y. Doz & Kosonen, 2008; Overby,
Bharadwaj, & Sambamurthy, 2006; Park, El Sawy, & Fiss, 2017; Sambamurthy et al.,
2003). The concept presented by Sambamurthy et al. (2003), which was further
elaborated and refined (i.e. (Overby et al., 2006; Park et al., 2017)), identified the
ability to (1) identify or sense and (2) respond to relevant changes as critical capabilities
of organizations for shaping sustainable business strategies (Battleson, West, Kim,
Ramesh, & Robinson, 2016; Overby et al., 2006; Park et al., 2017; Sambamurthy et
al., 2003; D. Teece, Peteraf, & Leih, 2016).

Organizational sensing, which itself is defined as the systematic monitoring of
environmental change in different areas within and outside of the normal business
context (Overby et al., 2006; Park et al,, 2017). Sensing requires to simplify
information and to properly take action (Weick, Sutcliffe, & Obstfeld, 2005), by
labeling and interpreting the relevant information (El Sawy, 1985). However,
capturing the dynamics and context of environmental change involves a social
systematic (Weick et al., 2005), where a dedicated knowledge acquisition process of
an organization is supported by a strong network of knowledge (e.g. interacting with
customers and suppliers). Thus, knowledge conversion into new explicit knowledge
opens up pathways for knowledge exchange and promotes knowledge exploitation
across different entities, which is important to highlight organizational strengths and
weaknesses in light of external environmental changes (Mavengere, 2013).
Organizational Responding is the decision making process within the organization of
consolidating, classifying, and assessing the information collected from various

internal and external sources with the goal of understanding the impact of
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opportunities and threats in order to define an action plan as response to maximize
opportunities and minimize threats (Houghton, El Sawy, Gray, Donegan, & Joshi,
2008; Kester, Griffin, Hultink, & Lauche, 2011; Patk et al., 2017). The link between
organizational sensing and taking action in organizational responding is given by
workforce agility and enabled by empowered autonomous teams (Goldman &
Nagel, 1993; Van Oyen, Gel, & Hopp, 2001). Building relationship over platforms
that increase entrepreneurial alertness within the organization is supportive, as
employees are more willing to share their ideas and build on each other's comments
and actions (Matook & Maruping, 2014).

In the following, we can summarize the previous explanations on the proposition P1: Strategic
Agility positively influences the speed and flexcibility of organizations through organigational
sensing and responding.

4.2 Functional Agility

The functional agility underlies two abilities (1) the alignment of knowledge and (2)
the fluidity of resources to enable the strategic and operational side of an
organization to co-evolve through joint optimization and adaptation (Vessey &
Ward, 2013; Vidgen & Xiaofeng, 2009).

Knowledge Alignment is a product of shared knowledge and understanding between
individual business units (Kearns & Lederer, 2003; Preston & Karahanna, 2009;
Reich & Benbasat, 1996; Roberts & Grover, 2012). A proactive and dynamic view
of corporate direction ensures continuous learning and renewal to avoid competence
traps and enable co-evolution between business units (Vidgen & Xiaofeng, 2009).
Organizations with a progressively adaptable knowledge alignment enable business
units to benefit from both tacit employee knowledge and explicit organizational
knowledge. Thus, it enables organizations to create new promising business

opportunities and increase business value in the face of environmental change
(Anand, Coltman, & Sharma, 2016).
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Resource fluidity denotes an organizational internal ability and integral component to
redeploy resources timely in response to change (Y. L. Doz & Kosonen, 2010; Paul
P. Tallon & Pinsonneault, 2011). Resource fluidity is needed by all stakeholders to
develop an informed and coherent transformation strategy, which has the capacity
to respond to required product and business model adjustments (Mavengere, 2013).
However, aligning strategic and operational agility requires embedding I'T in critical
business processes to enable rapid response to process changes (Paul P Tallon,
2007). The basic consideration is to align or expand the existing resources as
efficiently as possible (Oh & Pinsonneault, 2007) by trying to mitigate the general
tension between long-term commitment of resources with the current strategic
otrientation of agility (Kelly & Amburgey, 1991). Resource fluidity-induced
exploitation and exploration of important organizational resources stimulates
innovation and adaptation between strategic and operational alignment of business
processes (Gupta, Smith, & Shalley, 2006; He & Wong, 2004; Kraatz & Zajac, 2001).
As outlined Functional Agility moderates the effect of the Strategic- and Operational
Agility on Speed and Flexibility and enables us to formulate the following two

propositions:

A bigher degree of knowledge alignment positively impact Sensing and Responding (P2). The
higher the degree of resource fluidity, the greater the impact on faster customer-oriented product

delivery (P3).

4.3 Operational Agility

Acting on environmental change is the reconfiguration of resources to adapt
business processes or to redesign the organizational structure in such a way that the
customer quickly receives added wvalue (Augustine, Payne, Sencindiver, &
Woodcock, 2005; Daft & Weick, 1984; D. J. Teece, Pisano, & Shuen, 1997).

The Team & Environmental ability denotes the optimal and effective use of applied
work techniques, which influences various factors such as structural characteristics,
IT, mindset, work characteristics, organizational context and interaction style,
employee empowerment, knowledge and experience (Augustine et al., 2005; Cao et
al., 2013; Mangalaraj, Mahapatra, & Nerur, 2009). Highsmith (2009) therefore argues
that decentralized decision-making in an autonomous team is a core element of agile
work (Augustine et al., 2005; Boehm & Turner, 2003). And, in which team members
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are able to make decisions on the best information available (McAvoy & Butler,
2009; Tata & Prasad, 2004; Vidgen & Xiaofeng, 2009). Literature suggests that the
internal diversity of a team (e.g. age, gender, education, etc.) should match the
diversity and complexity of its environment (Goh, Gao, & Agarwal, 2011). Sharp
and Robinson (2004) discovered that high performance teams work effectively in a
tight, informal environment. Product Delivery as another ability, focus on "customer
agility" on the product development level. Customer agility places patticular
emphasis on agile development methods, which in turn strengthens the agility of the
product delivery (Maruping, Venkatesh, & Agarwal, 2009). Agile methods require a
product environment in which developers can dispense plan-driven development
processes and quickly integrate product components desired by customers (Hartis,
Collins, & Hevner, 2009; Maruping et al., 2009; Shihao et al., 2018), but also allow
organizations to monitor, change and improve production processes in real time
(Harris et al., 2009). The results indicate that the dynamic performance of an
organization has a significant positive impact on the operational processes of the
work units that design, manage and implement new products. And, agile workflows
allow organizations to monitor, change and improve production processes in real
time (Harris et al., 2009).

Hence, operational agility positively influences speed and flexibility through optimal customer-
centric product delivery (P4).

5 Conclusion and Implications

In this paper, we conducted a literature search to investigate and identify important
dimensions and components of the AO. In total, the SLR showed three research
dimensions: Strategic Agility, Functional Agility and Operational Agility and four

proposition within our presented framework.

Within our presented framework we present the different components within each
dimension, and additionally the relationship and dependencies of each dimension to
the overall goal of Speed & Flexibility within the AO. The outlined four propositions
(P1-P4), which denote the currently missing links between the identified research
dimensions allow scholars to identify within the different dimensional level the
impact on Speed & Flexibility on AO.
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The theoretical implication of this paper is the clear definition and
conceptualization of the novel phenomenon of AO and a comprehensive overview
of research results and findings relevant to the AO. The review enables a clear
conceptualization of the AO in (1) Strategic Agility, as the company's ability to
capture environmental impacts and develop a concrete, overarching organizational
response strategy, (2) Functional Agility, as the ability to mediate between strategic
and operational agility with the alignment of knowledge and the fluidity of resources
to enable rapid action with the necessary resources, and (3) Operational Agility, the
ability to make optimal use of working methods and environment to deliver fast
customer-focused products. In our developed framework, we present the different
components within each dimension, as well as the relationship and dependencies of
each dimension to the overall goal of Speed and flexibility within the AO. The four
developed propositions (P1-P4) describe the direct influence between the
dimensions and on the AO as a whole. This allows scientists to identify and describe
the effects on speed and flexibility on AO within the different dimensions.

The practical implications of our work results are of high relevance for a
successful transformation towards AO. However, the transformation process is
limited if organizations do not take a balanced approach within the agility
dimensions. Our presented framework can help practitioners to plan and classify
their transformation intentions and to evaluate the impact of the implemented
objectives. In addition, it allows to identify areas where improvements can be made
to support the overall agility initiative. In particular, the identification in the
interaction of the individual dimensions through the presented propositions can help

practitioners to identify problem areas and blind spots.
6 Limitations and Research Agenda

Despite our attempt to rigorously analyze the identified literature on AQO, this SLR
has several limitations. First, the scope of the SLR is not completely exhaustive in
all areas of AO. In addition, the selection of relevant papers is a process that involves
subjective judgement. Finally, we limited the initial keyword search to titles, abstracts
and keywords to ensure that the keywords appear close together in the text, as we

were interested in the interaction of different components in the AO.
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A prospective area for further research may aim to analyze the relationship, relative
importance, interactions and appropriateness in different contexts between the
different strategic agility characteristics of the AO. This means which way and
configuration of strategic agility and which parameters are best suited for certain
circumstances and how can these be achieved and measuredr? Functional agility was
a particular focus of research (Kwon, Ryu, & Park, 2018; Mavengere, 2013; Vessey
& Ward, 2013). Despite extensive research, no general model was identified that
would motivate to close the gap between strategic and operational agility. Particular
aspects in the area of resource redistribution and knowledge management were
addressed (Kearns & Lederer, 2003; Preston & Karahanna, 2009; Reich & Benbasat,
1996; Roberts & Grover, 2012). However, there is no clear overall link to the
individual components to the other dimensions of the AO. Particulatly in the area
of strategic agility, the connection between essential resources and the resulting
advances in knowledge in sensing needs is missing. In addition, some of the
mechanisms mentioned above are not sufficiently understood in operational agility.
We do not know much about the process of transforming companies into agile
practices and how it can be mastered. Future research must examine how companies
proceed or could proceed to define the conditions in which agile practices can be
successfully implemented. A better understanding of this process will also help us to
understand what kind of work in its nature can be optimally replaced by agile forms
of work and can contribute positively to business success. Another relevant question
that has not yet been researched is the measurement of the AO's objectives and their
short, medium and long-term effects. Concepts for measuring and benchmarking
organizations and in-depth longitudinal studies could shed light on the effects of the
AO, including its less obvious and long-term effects on topics such as corporate

climate and culture, innovative strength, business value, and profitability.
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1 Introduction

"Agility" has increasingly become a trend word in recent years. More and more
organizations are trying to become "agile" and implement agile corporate structures.
This refers not only to the processes and structures they adopt, but also to the way
leadership is designed (Joiner & Josephs, 2007, p. 35). Leadership is a concept that
is constantly evolving as a result of social changes and their impact on the world of
work and expectations of the role of a leader (West, 2004, p. 28). There is no
generally valid theory of leadership (Bolden, 2004, p. 3). Rather, researchers,
academics, and consultants have introduced a wide variety of definitions and
concepts of leadership over the years, some of which differ only slightly from one
another. In recent years, a variety of theories on agile leadership have appeared in
academia and in practice. The unmanageable amount of theories and terms
concerning (agile) leadership makes a uniform understanding of the concept
difficult.

In this context, this paper gives an overview of the current state of research on agile
leadership. The relevant leadership concepts are identified, presented, compared and
similarities and differences are highlighted.

For the development of an overview of the current state of research, a five-step
systematic literature analysis according to vom Brocke et al (2009) was chosen. First
the scope of the literature search according to Cooper (1988, p. 109) is defined.

The second chapter thus provides a theoretical basis as well as an overview of the
terms. The third chapter, is the literature analysis and synthesis, and forms the core
of the present work. For this purpose, the literature on the different agile leadership
styles and concepts is systematically compiled and analyzed. The work is rounded
off by the creation of a research agenda based on the results of the previous steps.
The aim is to identify research gaps in the existing literature on agile leadership and

possible questions for future research.
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2 Conceptual Background — Leadership

In the literature there are many attempts by scientists to define the term leadership.
According to Bass (2008), the seatch for a single definition of leadership is futile, as
the definition depends on the researcher's interest and the nature of the problem or
situation. In an integrative approach, Winston and Patterson (2006) examined 160
articles in a meta-study, whereupon the authors identified 91 dimensions of
leadership. The high number of dimensions shows the complexity of the concept
and that a large number of aspects must be taken into account when defining
leadership. The view that leadership requires the consideration of different
petspectives is supported by other researchers. For example, the authors of the book
"What is Leadership?" propose to consider leadership on five levels (Grint, Jones,
Holt, & Storey, 2016, p. 4). Leadership can thus be considered in terms of the person
(you are a leader if you have followers), the outcome, the process, the purpose, or
the position. The authors conclude that leadership contains all five levels and at the
same time none of them (Grint et al., 2016, p. 16). Thus, it is assumed that leadership

is a complex construct that allows much freedom for subjective interpretations.

Definition of Leadership: First traditional approaches to leadership are based on
the characteristics of a leader (Robbins & Judge, 2010, p. 369). Thus, the innate
personality was originally seen as the crucial difference between a leader and a non-
leader. Stogdill (1950, p. 11) described the purpose of the leadership process in terms
of achieving common goals. Kotter (1988) also regarded leadership as a process, but
in his definition took into account the use of non-coercive means. He defined
leadership as "a process of moving a group (or groups) in a certain direction with
mostly non-coercive means". For this purpose, he said, a leader was required to
design and share a vision (Handy, 1992). After research had considered leadership
as a set of characteristics, processes, or specific behaviors, the understanding was
expanded to include another aspect, that of contingency theory (Robbins & Judge,
2010, p. 373). Based on the results of the literature review, the working definition of
leadership in this paper is as follows: Leadership refers to all aspects (goal, role,
position, process) of influencing a group in a particular context to achieve a vision

or set of goals.

Working definition of Agile Leadership: Since literature provides no uniform
understanding of agile leadership and its embodied different aspects: We view agile
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leadership as a way of thinking and attitude, as role and characteristics of the (agile)
leader, as leadership of agile teams, or as leadership practices and processes. The
working definition of agile leadership, which is derived from the definitions of terms
and literature analysis, is defined as follows Agile Leadership encompasses those
mindsets, leadership styles and practices, as well as the characteristics and
competencies of leaders, which are designed to support a rapid response of an
organization to changing environmental conditions and are therefore particularly
suitable for the leadership of organizations with flat hierarchies. The literature
analysis shows that the number of leadership styles associated with agile leadership
is large. However, it shows that many terms are not established concepts. In contrast
to leadership in traditional companies, the perspective moves away from the process

view towards people and their characteristics (Table 1).

Table 1: Leadership in hierachical vs. agile Oraganizations

Levels Leadership in Leadership in agile
hierarchical organizations
organizations
Mindset/ Increased efficiency and Understanding environmental
Attitude clear division of tasks for | change as a permanent state
maximum output
Leadership Decision maker, sole Empowering the team, creating
role responsibility of the leader | appropriate conditions, shared
responsibility
Team Clear hierarchical positions | Self-organized teams, flat
organization | and distribution of roles hierarchies, independent working
between leader and methods, focus on collaboration,
follower, responsibility at | shared responsibility
Leader
Management | Process view, sequence of | Common vision, teamwork,
practice different activities collaboration, simple rules, open
flow of information
(e.g. through Scrum, Kanban or
Lean Management)
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3 Methodology

In this chapter, agile leadership styles are identified and compared using a structured
catalogue of criteria. The goal is to show similarities and differences between

different agile leadership styles and to critically question them.
3.1 Selection of Agile Leadership Styles

The extensive literature research provides numerous leadership styles that are

relevant in the context of agility.

Table 2: Different Leadership Styles

The new deal at the top (NDT) Visionary Leadership (VIL)
Servant Leadership (SEL) Situational Leadership (SIL)
Transformational Leadership (TFL) Transactional Leadership (TRL)
Promise-based Leadership (PBL) The connected Leader (T'CL)
Shared Leadership (SHL) E-Leadership (ELE)

Agility and absorption (AAA) Complexity Leadership (COL)
Executive as a coach (EXC) Distributed Leadership (DIL)
Emergent Leadership (EML) Digital Leadership (DGL)

In a next step, the knowledge gained is narrowed down using selection criteria. The
aim is to analyse only those leadership styles that meet certain formal and content-
related requirements. Specifically, it is examined whether the search results of the
listed leadership styles meet the following criteria (see Table 3):

Table 3: Selection Criteria Leadership Styles

1 Scientific style of the published work (WS)
2 Reference to the definition of agile leadership (FC)

3 Mentioned in mind. four peer-reviewed scientific paper (WA)

The selection process based on the criteria defined in Table 3 results in a narrowing
of leadership styles from 17 to ten. The detailed literature search is shown in
Appendix 1. Specifically, the leadership styles Servant Leadership, Transformational
Leadership, Shared Leadership, Emergent Leadership, Visionary Leadership,
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Situational Leadership, e-Leadership, Complexity Leadership, and Distributed
Leadership fulfill the defined selection criteria (see Table 4).

Table 4: Selection of Leadership Theories

Leadership Theories WS BZ WA Criteria fulfilled
(Yes/No)

Servant Leadership (SEL) X Yes
Transformational Leadership x Yes
(TFL)

Shared Leadership (SHL) X X X Yes
Emergent Leadership (EML) X X X Yes
Visionary Leadership (VIL) X X X Yes
Situational Leadership (SIL) X X X Yes
Promise-based Leadership (PBL) X X - No
The new deal to the top (NDT) X X - No
Executive as a coach (EXC) X X - No
Transactional Leadership (TRL) X - No
e-Leadership (ELE) X X Yes
Digital Leadership (DGL) X X - No
The connected Leader (T'CL) X X - No
Complexity Leadership (COL) X X X Yes
Distributed Leadership (DIL) X X Yes

In a next step, the analysis is limited to the relevant leadership styles. It is assumed
that the leadership styles most frequently found in the scientific databases are the
most relevant in the context of agile leadership. Specifically, the leadership styles
Servant Leadership, Transformational Leadership, Shared Leadership, Emergent
Leadership and Visionary Leadership are classified as relevant agile leadership styles
based on the frequency of the search terms found. The online research shows a
significantly lower number of search results for the styles Situational Leadership, e-
Leadership, Complexity Leadership and Distributed Leadership. Table 5 gives an
overview of the definitions of the selected leadership styles. In the next step, these
are examined using a structured criteria catalog to identify possible differences and

similarities.
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Table 5: Definition Leadership Styles

Servant
Leadership (SEL)

The core of SEL is that the leader does not view leadership
as a position or status, but as an opportunity to serve others
(Greenleaf, 1970, p. 7;Winston, 2003, p. 4; Smith, Montagno,
& Kuzmenko, 2004, p. 81).

Transformational
Leadership
(TFL)

A transformational leader takes targeted actions to provide
followers with an integrated understanding of what needs to
be achieved. Transformational leaders increase self-
confidence and intrinsic motivation in terms of performance
(Bass 1985; Wang, Courtright, & Colbert, 2011, p.224)

Emergent
Leadership
(EML)

Emergent leadership is detached from the organizational
hierarchy (Bolden, 2004, p. 12). Thus, individuals at all
levels in the organisation and in all roles can exert leadership
influence on their colleagues and thus influence the overall

direction of the organisation (Bolden, 2004, p. 13).

Shared
Leadership
(SHL)

Shared leadership does not embody the leader in a single
person, but is distributed among the team members (Moe,
Dingseyr, & Kvangardsnes, 2009, p. 1-2). Central to this is
interaction between team members and mutual influence and
the pursuit of common goals. This should ultimately lead to
improved team and company performance (Carson, Tesluk,
& Marrone, 2007, p. 1217ft.).

Visionary
Leadership (VIL)

In the course of Visionary Leadership, a picture of the desired
described
communicated (Bennis & Nanus, 1987; Tichy & Devann,

organizational state is  effectively and
1986) a picture of a desired organizational state (Bass, 1987,
p. 57), which serves to enable the followers to implement the
vision (Sashkin, 1987; Srivastva, 1983; Conger & Kanugu,
1987) It has the ability to transform a traditional organization
by shaping a desired future and motivating others to take
personal responsibility for performance (Nwankwo, &

Richardson, 1996, p. 45).
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3.2 Analysis based on a catalogue of criteria

In the context of this chapter, the leadership styles are examined using a structured

catalogue of criteria.

Leadership Ability - Leadership Ability in the areas of leading skills and dedication
is relatively balanced. The leadership styles analyzed are particularly well documented
in the area of leading skills. In the majority of cases, this shows the high relevance
of interpersonal skills and the competence to build top performance teams. In the
Dedication sub-sector, the importance of responsibility and dedication to
professional obligations is evident across all styles. On the other hand, a divided view
on intrinsic motivation can be observed. Self-promotion is mainly found in the
theory of Servant Leadership, whereas this aspect of Leadership Ability is completely
missing in Emergent Leadership, Shared Leadership and Transformational
Leadership. In principle, there is hardly any overlap in this area. The design of self-
promotion therefore differs greatly in terms of scope and content for each leadership
style. In summary, however, it can be said that Leadership Ability can be observed
comprehensively in all styles. Above all, Servant Leadership, which with eleven
criteria fulfils a high proportion of the total 18 aspects.

Social Skills: Working together is considered relevant in all leadership styles except
Visionary Leadership. In this context, the importance of cooperation and building
personal relationships is particulatly evident. In particular, the leadership style
Shared Leadership deals with different areas of cooperation (Working together). The
most relevant sub-area in terms of content is value orientation, which is addtressed
by all five leadership styles. The majority of the styles see the importance of inspiring
employees and communicating a shared vision transparently. In summary, it can be
said that the styles deal with Social Skills with varying degrees of intensity. However,
most styles comprehensively document aspects of social skills in terms of content.

Only Visionary Leadership is an exception.

Learning Agility: Learning Agility is addressed in varying degrees of detail and
comprehensively. In particular, the leadership styles Shared Leadership,
Transformational Leadership and Servant Leadership deal in detail with the agility
of learning behavior (Learning Agility). The subarea Willingness to learn shows the

high relevance of learning and supporting others in the learning process. But also,
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the development of a learning culture is discussed in the theory of Servant
Leadership and Transformational Leadership. The subarea Emotional intelligence is
considered relevant by the majority of leadership styles. Especially the development
of skills to cope with stress and ambiguity is considered important. The Adaptive /
Perseverance subarea receives the most attention. All leadership theories deal with
this area to varying degrees. The frequent mention of adapting the communication
style is striking. There is hardly any overlap in the remaining criteria in this sub-area.
In summary, a rather split picture can be observed. On the one hand, Visionary
Leadership and Emergent Leadership, which only deal with one or two aspects of
the category, and on the other hand Servant Leadership, Transformational
Leadership and Shared Leadership, which address criteria for all areas.

Analytical Skills: Analytical Skills is dealt with in varying degrees of intensity. It is
noticeable that the distribution is rather contrary to the other categories. Specifically,
Servant Leadership covers very few aspects of content, whereas Visionary
Leadership goes into great detail on the criteria listed. A look at the Strategic Insight
section reveals a split picture. Both Visionary Leadership and Shared Leadership
cover a large proportion of the aspects, while the other styles cover little or no
criteria. In addition, the subarea of decision making is highly relevant in the theories
of transformational leadership and visionary leadership. Especially the ability to
make decisions and to enable others to make decisions is considered relevant by the
majority of the styles. The problem solving part is covered by all styles except
Servant Leadership. Here the importance of building problem solving skills is
particularly evident. The Foster mutual dependence section shows a similar picture.
In the theories of Visionary Leadership, Emergent Leadership and Shared
Leadership you will find theories on the corresponding criteria. The advantages of
overlapping skills and competencies are considered to be particularly crucial. Results
orientation is particularly dealt with in the theories of Visionary Leadership and
Shared Leadership.

In summary, the analytical aspect of leadership (Analytical Skills) is represented very
differently in the theories. The theories on Visionary Leadership and Shared
Leadership in particular deal intensively with this aspect. Transformational
Leadership, Emergent Leadership and Servant Leadership, on the other hand, deal

with the contents to a significantly smaller extent.
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4 Conclusion, Limitation and Further Research

What has already been hinted at in theory is also evident in the study. The theory
shows that original forms of management, especially in the context of traditional
hierarchical corporate structures, were primarily process-oriented. In contrast,
today's more modern management styles focus primarily on people. The personality
traits of the leader are particularly important. This is also shown by the analysis
carried out. Agile Leadership is a broadly based term, which includes a multitude of
factors, which are particularly in the area of character traits. This can be derived from
the scope and content of the consolidated catalogue of criteria, which is very
comprehensive with four categories, sixteen subcategories and 71 parameters.
Nevertheless, it is possible to define the main focus of this subject area in terms of
content. The four criteria Leadership Ability, Social Skills, Learning Agility and
Analytical Skills, which are more personal factors, indicate the main focus of the

leadership theories analysed.

A similar picture in connection with the observed scope can be seen in the selection
of the styles to be examined. Databases show a large number of terms in the context
of agile leadership, with only a limited number of five theories showing a
corresponding relevance due to the frequency of the search results. In terms of

content, however, no clear conclusion can be drawn

Within the broad spectrum of the term agile leadership, the five styles examined
position themselves very differently (in terms of content and scope). It can be stated,
however, that the styles are neither completely congruent nor completely
independent of each other. In summary, the study shows transparently that although
there is some overlap between different agile leadership styles, the theories differ
significantly from each other when viewed holistically.

The catalogue of criteria used is based on a limited number of scientific papers on
the topic of agile leadership, whereas there is a large number of publications on the
topic. Nevertheless, the chosen number and selection of publications is considered
meaningful, as the project team believes that they provide broad support for the
term agile leadership. It should also be mentioned that only a limited number of
leadership styles were examined. Furthermore, no conclusive objectivity can be

guaranteed both for the selection of the individual criteria and for the clarification
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of the agreement in papers. For both the selection process and the analysis process,

a certain degree of subjectivity cannot be avoided within the scope of this work.

The analysis carried out and the knowledge gained will serve as a basis for further
research in the field of agile leadership. In the literature, there is a need for further
research to define the concept of agile leadership. It would also be of great benefit,
especially for management practice, to investigate in which corporate context and
under which conditions, which of the identified agile leadership styles should be
used. Further interesting insights would also be provided by researching the
dependencies of the leadership theories analyzed on factors such as culture,

geographical origin, authors and temporal development.
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1 Introduction

According to UNEP (2013) cities globally are responsible of over 75 percent of the
world’s energy and material flows and consumption. Cities thus have salient role in
controlling resource and material intensity. It is emphasised that understanding of
cities” urban metabolism is fundamental when developing more sustainable cities
and communities (Kennedy, Pincetl & Bunje, 2011). Urban metabolism refers to the
production and usage of diverse natural and non-renewable materials like water,
energy, food and waste in urban area (Gandy, 2004; Kennedy, Pincetl & Bunje,
2011). With urban metabolism it is also referred to the process of material use in the
city, import and export of material flows, recycling, waste management (Bahers,

Barles & Durand, 2019) and principles of circular economy.

Cities globally benefit advanced digital technologies to reach their sustainability
goals. Digital technologies like sensor and Internet-of-Things (IoT) technologies,
artificial intelligence (Al) and data analytic solutions are used to improve energy and
resource efficiency and waste management within the city. Investing in digital
technologies cities aim to strengthen overall monitoring and governance of the city.
Novel digital technologies also enhance the development of the cities critical
functions and infrastructures like energy, water and transportation. With novel
digital technologies, the city may synchronise its processes and attract citizens to
attend urban development activities. By doing so cities make city operations more
transparent and less bureaucratic for the citizens. (Gabrys, 2014; Lea et al., 2015;
Olivares, Royo & Ortiz, 2013; Sanchez et al., 2013; Zanella et al., 2014.)

This article addresses the concepts of smart city and digital twin technology as means
to overcome cities” sustainability and urban metabolism issues. Smart city denotes
the usage of digital technologies like IoT, big data and (Al) to improve socio-
economic and environmental outcomes of the city (ITU-T Focus group, 2015; ISO,
2013). Digital twin technology illustrates both virtual and physical representation of
an object. With IoT and sensor technologies, it is possible to form dynamic
connectivity between virtual replica and its physical counterpart. Dynamic
connectivity of digital twin enables combining data and observing digital twin in its
real and virtual world. (Enders & HofBbach, 2019.) Furthermore, the article brings
out an example of digital twin of Kalasatama district in Finland and presents

commercial dynamic digital twin platforms in the smart city context. This article is
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organized as follows: after the introduction in Section 1, Section 2 summarizes
article’s data sources. Sections 3 and 4 review the concepts of smart city and digital
twin. Section 5 covers digital twin platforms in smart city development. Section 6
discusses digital twin of Kalasatama smart city district. Sections 7 summarizes the

work and section 8 concludes the paper.
2 Methodology

The theoretical background is based on literature of smart city and digital twin
technology. Data from the digital twin of Kalasatama district was collected from
written final project report available at city of Helsinki website. Materials for
dynamic digital twin platforms were collected from public data sources like
company’s product presentations and websites. Further, data was acquired by
interviewing representatives of commercial digital twin platform providers

Cityzenith and Platform of Trust companies.

Table 1: Data sources

Subject Source
Theoretical background Existing literature
Digital twin of Kalasatama district Kira-digi project — final written

project report received from Helsinki

city website

Phone interview with
Smart World Pro platform by Business Development Manager,
Cityzenith 3.2.2020

Product presentation materials

Company website

Onsite interview with Chief Impact

Platform of Trust Officer
5.2.2020

Company website

Open Cities planner platform by Company website

Agency 9 & Bentley
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3 Smart city

Smart city concept has played significant role in cities” digital transformation.
Simplistic and narrow definition of the smart city means that city utilizes modern
digital technologies to improve city services, infrastructure and quality of citizens’
lives. However, a broader definition complement socio-technical perspective and
observes smart city from economic and environmental perspectives. For instance,
Caragliu, Del Bo and Nijkamp (2011) consider city is smart “when investments in
human and social capital and traditional (transport) and modern ICT
communication infrastructure fuel sustainable economic growth and a high quality
of life, with a wise management of natural resources, through participatory
government”. In European settings, European Commission considers smart city as
“a place where traditional networks and services are made more efficient with the
use of digital and telecommunication technologies and that “a smart city goes
beyond the use of information and communication technologies (ICT) for better

resource use and less emissions* (European Commission).

In Europe European Commission has created a specific policy to foster urban
development with digital technologies. To strengthen smart city initiatives,
European Union has directed investments towards smart city development and has
offered funding for information and digital technologies to renew and upgrade
power grids, buildings, public transportation and waste management systems in
European cities. BEuropean cities have actively responded to European Union’s call
and established partnerships with industries and academia to make necessary
changes in cities. As a result, new models and solutions for more sustainable urban

development have emerged. (European Commission.)
4 Digital twin

Digital twin has taken foothold in product and manufacturing design, but recently
also other industries like aerospace, automation, marine, healthcare and energy
sectors have benefited digital twin technology (Enders & HoB3bach, 2019). Reason
for more widespread utilization of digital twin technology is that virtual simulation
technologies have evolved along with advance digital technologies like data
collection and virtual manufacturing technologies (Zheng, Yang, Chen, 2019).
Foundations for digital twin lays in computer aided design (CAD), which enables
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static three-dimensional (3D) product design and representation (Grieves & Vickers,
2017). Whereas CAD designed product is static digital twin provides more dynamic
representation of 3D designed product or solution. It is suggested that in the most
optimal cases digital twin represents the same features and provides the same
information as its physical counterpart. (Grieves & Vickers, 2017.) Most commonly
digital twin is utilized for simulation, monitoring and control purposes (Enders &
HofB3bach, 2019), but also to calculate and regulate the system status and processes
(Zheng, Yang, Chen, 2019). As digital twin is a simulation of the system itself (Negri,
Fumagalli & Macchi, 2017), it extends possibilities to explore e.g. behaviour of 3D
designed solution in virtual space. Digital twin enables also to explore and test how
physical forces influence on designed object. (Enders & HoB3bach, 2019; Grieves &
Vickers, 2017.) For monitoring purposes, digital twin enables to represent and
interpret properties and current state of a physical and virtual object. Novel digital
solutions like IoT and high-speed connections like 5G extend real-time monitoring
and synchronizing capabilities of virtual and physical objects. Control aspect covers
applications, where digital twin directly influences products or manufacturing assets
and enables controlling physical objects remotely in real-time. (Negti, Fumagalli &
Macchi, 2017; Enders & HolB3bach, 2019.

One very essential part of the digital twin is the connectivity of the virtual and
physical counterparts (Enders & Hof3bach, 2019). One-directional connection refers
to a physical object, which has one-way connectivity to its virtual counterpart
(Enders & HoBbach, 2019). One-directional data flow and connection is also
referred as digital shadow (Kritzinger et al., 2018; Zheng, Yang, Chen, 2019). Digital
shadow refers as “a change in state of the physical object leads to a change of state
in the digital object, but not vice versa” (Kritzinger et al., 2018). Bi-directional
connection refers to a digital twin that forms mutual connection between physical
and its virtual object. Bi-directional connectivity is built on distributed computing
devices and data systems that utilize data and real-time connectivity. Bi-directional
connectivity enables digital twin to control its physical counterpart without human
intervention. (Enders & HoB3bach, 2019; Zheng, Yang, Chen, 2019.) Bi-directional
connection consists of different layers e.g. multiple data sources, physical and virtual
devices, sensors, data connection and cloud-based environment (Redelinghuys,
Kruger & Basson, 2019).
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4.1. Benefits of the digital twin

It is argued digital twin is a key enabler of digital transformation (Kritzinger et al.
2018) and organizations may receive multiple benefits from digital twin technology.
Compared to static 3D models, real-time connectivity and data from both virtual
and physical objects enables real-time system product design, simulation and testing
with less time and expenses. Further real-time virtual representation of physical
object minimizes design errors resulting less failures of physical system in
manufacturing or in actual use. (Grieves & Vickers, 2017.) Digital twin is also
prominent technology to bridge multi-stakeholder teams. Real-time virtual
simulation environment extends accessibility of diverse stakeholder groups like
global product designers, research and development teams, final users and
customers to collaborate jointly in virtual environment. With digital twin technology
vendors may easily educate and train stakeholders in value networks and provide
more extensive customer support for clients. (Alaei et al. 2018.) As virtual and
physical objects together with data form the core of the digital twin (Tao et al., 2017;
Zheng, Yang, Chen, 2019) digital twin is notable technology to assist organizations
with decision making. Real-time connectivity of virtual and physical objects allow
organizations” to detect anomalies and make analysis based on the data received
from both virtual and physical objects. Real-time virtual representation of physical
systems extends possibilities to make predictions of the conditions of the complex
physical systems allowing organization to consider alternative scenarios for the
probable outcomes of the cyber-physical system. (Grieves & Vickers, 2017; Negri,
Fumagalli & Macchi, 2017.)

5 Smart city digital twin platforms

Cloud-based digital platforms have been commonplace when developing and
integrating 10T elements like connected devices, gateways and applications to digital
platform. Cloud-based platforms enable to manage loT service development,
distribution and ecosystems evolution. (Mazhelis & Tyrviinen, 2014.) In the smart
city context digital twin platforms are established to integrate both virtual and real-
world elements of the smart city. Platforms like Smart World Pro, Open Cities
planner and Platform of Trust are examples of cloud platforms that integrate data
from diverse smart city data sources. Smart World Pro aggregates visual 3D models

of the city, building and geospatial information, IoT devices and other data sets and
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simultaneously create virtual replica of the real-world smart city entities. The
dashboard feature of the Smart World Pro collects smart city projects under project
portfolio and provides visual view for the smart city entities. (Agency9 & Bentley,
Cityzenith, Platform of Trust, 2020.)

Open Cities planner platform enables smart city developers to integrate data sets like
3D models, images, documents geographic and vector data. Open Cities planner
works in any web browser and is scalable augmenting possibilities to outline and
explore city from street level to a broader city level perspectives. Platform of Trust
is a platform that integrates data from diverse data sources and providers. With
harmonized data Platform of Trust improves data interoperability and trust among
data providers. Platform is scalable and enable data integration from small to large-
scale needs. (Agency9 & Bentley, Platform of Trust, 2020.)

5.1. Stakeholder integration on digital twin platforms

Smart city digital twin platforms are virtual meeting points for multi-stakeholder
groups within the smart city. The Smart World Pro and Open Cities planner
platforms enable smart city developer or project owner easily to integrate
heterogeneous stakeholders like architects, engineers, constructors, property owners
and managers into the platform. The smart city digital twin platforms thus augment
the co-development and collaboration among the smart city stakeholders. As an
example, the stakeholders like architectures, urban designers and engineers may
easily simulate and test different scenarios and evaluate how changes in certain city
parameters like speed limits influence air quality, noise levels and people flow in
certain area (Ruohomaiki et al., 2018). Digital twin and visual 3D environments also
assist integrating citizens to urban development. The Open Cities planner platform
has been an environment for local citizens to share their knowledge and expertise.
It is also used to crowdsource idea generation within the city. From the city
governance perspective, the virtual replica of the city and digital twin platforms
improve the governance and outcome of smart city development initiatives. (KIRA-

digi project report, 2019.)
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6 Smart city development with digital twin — Case Kalasatama digital
twin

3D modelling techniques are commonplace in modern urban design and
development. 3D modelling tools are utilized e.g. in transportation, land use, town
and regional planning. In the smart city development novel digital technologies like
Internet-of-Things (IoT), data analytics and artificial intelligent solutions are
exploited in diverse city verticals to support smart city development. Dynamic digital
technologies together with static 3D modelling and digital twin technologies extend
city to understand its spatiotemporal fluctuation (Mohammadi & Taylor, 2017) and
improve observing and testing smart city scenarios in multiple levels. Digital twin
also supports co-creation of smart city with diverse stakeholders. (Ruohomiki,
2018.)

The capital city of Finland, Helsinki, executed its first urban digital twin initiative in
Kalasatama district. Kalasatama district is a strategic smart city development area in
Helsinki city. Primary objectives of Kalasatama digital twin initiative were to produce
high quality 3D models and publish them as open data for public. Other objectives
concerned integrating digital twin model to existing urban development projects and
experimenting new digital technologies with high quality 3D models. Kalasatama
digital twin initiative aimed also to exploit digital twin in the future design of the city
processes and services. (KIRA-digi project report, 2019.)

The first digital twin project objective was actualized by creating and using semantic
city data models and reality mesh models of the Kalasatama district. For semantic
city data models, a global CityGML standard was applied. CityGML is an open
standardized data model to store and exchange virtual 3D city models (Open
Geospatial Consortium). For reality mesh models, data from existing aerial photos,
point cloud datasets and laser scanning was utilized. Finally, both reality mesh
models and semantic city data models were released as open data for public use. By
doing so, the city seeks especially to attract construction and real estate operators to
benefit digital twin of Kalasatama. (KIRA-digi project report, 2019.) Long-term
vision is to support city processes and overall local service development, innovation
and businesses in the region with city level digital twin virtual platform (Helsinki city,
2019).
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Integrating Kalasatama digital twin to other Smart Kalasatama projects complement
the overall development of the region. A specific application called “Open Cities
planner” was developed to integrate other Smart Kalasatama projects into virtual
digital twin environment. Open Cities planner enabled to visualize, test and
experiment the other Smart Kalasatama initiatives in virtual environment before
final execution. Kalasatama digital twin was also beneficial for implementing
simulations like wind and solar simulations in Kalasatama district. (KIRA-digi
project report, 2019.)

6.1. Digital twin restrictions in smart city settings

Creating virtual replica of the smart city contain some restrictions. Visual 3D models
and data from other smart city sources engender large amount of data, which set
demands for computing power. In the case of Kalasatama digital twin project,
generating the 3D mesh model required computers with high computing capacity as
3D mesh model contained large number of data from aerial photos, point cloud
datasets and laser scanning. The 3D mesh model was finally created by
ContextCapture application. (KIRA-digi project report, 2019.) Additionally, the
study by Ruohomaki et al. (2018) show that generating high quality 3D models may
be laborious as the data used for 3D model may need manual cleaning and

preparation.
7 Discussion

Ubiquitous digital infrastructures with fast telecommunication connections, IoT and
sensor technologies have enabled real-time data collection from real-world entities.
Concept of digital twin is used to represent and illustrate how dynamic virtual object
operates with its physical real-world counterpart and vice versa. Digital twin
technology is well adopted in manufacturing industry, but technology has taken

foothold also in other industries like acrospace, automation and energy.

In the smart city settings, digital twin platforms are emerging to assist smart city
planning and development. Digital twin platforms enable to aggregate static city data
sets like visual 3D models with dynamic real-time city data. This extends urban
developers” possibilities to outline the city, explore and experiment diverse scenarios

in virtual environment before final implementation. In the case of Kalasatama
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district, the purpose of Kalasatama digital twin was to observe whole lifecycle of
district’s built urban environment, but also to provide a platform for smart city
design and testing, application and service development. As an example, the
developers used Kalasatama digital twin to simulate and observe how changing
weather conditions like wind and solar light impact on district and its built
environment over the time. Urban developers utilized both historical and actual data
when implementing the simulations in Kalasatama. Based on the results urban
designers and researchers” were able to evaluate e.g. solar energy potential in the area

and analyse how storm winds will influence area’s buildings and their surroundings.

Digital twin platform allows low threshold access for smart city stakeholder
collaboration. In virtual digital twin environment stakeholders may easily interact
and participate urban development process, which enhance transparency and trust
among the stakeholders. In Kalasatama district dynamic digital twin platform
enabled to bring together diverse smart city stakeholders like urban designers,
constructors, city authorities and citizens to change ideas, explore and experiment
alternative scenarios and find optimal solutions for real-world city development
projects. As an example dynamic digital twin extended stakeholders to consider e.g.
impacts and risks of climate change like draught, storm winds, sunlight emissions
and floods on current and future built urban environments. (KIRA-digi project
report, 2019; Ruohomiki et al., 2018.)

Considering the urban metabolism, the usage and flow of natural and non-renewable
materials, evidence of digital twins applicability and benefits in urban metabolism
design need further research. Dynamic digital twin may be a valid technology to
optimize urban metabolism and to explore alternative choices for raw material flows
and consumption in the city. With digital twin the city may develop more resource
intensive solutions e.g. in the areas of circular economy and industrial symbiosis. In
optimal case, digital twin technology may assist city developers to design industrial

and city ecosystems so that less raw materials are used, and no waste is produced.

Dynamic city level digital twin is thus a viable tool for urban planning in changing
circumstances. However, dynamic digital twins with visual 3D models require high
computing and data processing capacities. Generating high quality dynamic digital

twins may also need manual cleaning and preparation of data, which may be
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laborious and time consuming. These factors may hinder digital twin technology’s

usage and implementation is smart city development.
8 Conclusion

Smart city development is prominent concept to manage sustainability matters
within the cities. Advanced digital technologies like sensor and IoT technologies,
data analytics and Al are viable tools to assist cities in their efforts to enhance urban
metabolism and the design of more sustainable cities. This article addressed, in
addition to the concept of smart city, a digital twin technology as a mean to foster
holistic urban development. Dynamic digital twin opens possibilities to explore
city’s infrastructures and processes in virtual environment. Urban designers may
analyse e.g. changing climate parameters” impacts on the city, build and simulate
probable scenarios under diverse circumstances. Dynamic digital twin might also
assist urban designers to optimize urban metabolism of the city and shed light on
more efficient and intensive resource and material use in cities. Further research is
needed to investigate digital twin technology s applicability for the design of circular

economy and urban metabolism in the cities.

This paper also addressed digital twin platforms for multi-stakeholder collaboration.
Dynamic digital twin platforms are feasible environments to combine heterogeneous
urban stakeholders like architectures, urban designers, constructors and citizens.
Digital twin platforms strengthen transparency and communication, but also trust
among diverse urban stakeholder groups. Digital twin platforms are low threshold
environments to design and analyse probable scenarios and evaluate risks caused by
factors like climate change. With digital twin technology, cities may optimize and
improve overall performance of the city, its infrastructures, processes and services,

but also socio-economic well-being.

This conceptual paper contained data from prior literature of smart cities and digital
twin technology. Project report of Kalasatama digital twin and interviews from smart
city digital twin platform providers complemented the study. Applying digital twin
solution to specific smart city domain would enrich the future study and extend

understanding of the digital twin technology’s relevancy in smart city settings.
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1 Introduction

It has been estimated that, due to digitalization and automation, a remarkable share
of jobs is vanishing (Wike & Stokes 2018). At the same time, for the same reasons,
new jobs are emerging and new skills are needed. In addition, today’s economy is
more volatile than it used to be and changes anywhere in the world are affecting

societies faster and heavier than before. The only constant in the world is change.

This means that, to adapt to the change, individuals must be ready to study new skills
frequently. When digitalization and automation remove jobs that are monotonous
and easy to automate, the new ones are much more complicated and require deeper
learning from employees (Wilson, Daugherty, & Morini-Bianzino 2017). The
education that was enough for a good job a couple decades ago will not be enough
for today’s work environment. Lifetime careers are no longer a presumption. More
often, individuals have to learn several different professions during their lifetimes.
In addition, it seems that the Z generation is not even interested in lifelong careers;

they want to have change and new challenges.

Thus, there is a need for personalized learning solutions. Students should be able to
plan the main targets, necessary skills, and learning objectives of the studies, as well
as the stages and schedules of the study, independently from the semester term or
period. In some situations, the study target can be graduation, but often the same
students just need to learn some new skills to outperform in their profession; the
emphasis may change rapidly. Schools and universities should not restrict the
students. Full-time, part-time, time-independent and continuous learning should be

possible for all students.

However, lecturers’ and professors’ working time is not enough to follow and guide
each separate student’s objectives, selections, and progress. Likewise, their tools do
not support personalized teaching: student registers and e-learning platforms are
built on the idea of courses and curriculum (see e.g. Dirin & Laine 2018), and other

tools like Excel are too generic and not interactive at all.
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New kind of flexibility was the main target when Wihi, a new system for supervising
thesis projects, was developed in Haaga-Helia UAS (University of Applied Sciences).
Before Wihi, the thesis process was managed with spreadsheets, emails, and
documents submitted to e-learning platforms such as Moodle and Blackboard from
time to time. Since students conduct different kinds of development and research
projects for their theses, they all have separate plans, tasks, and schedules. With the
previous systems, it was difficult for teachers to follow the progression of students,
for students to get comments, feedback, and guidance on time, and for thesis
coordinators and other management to see what the whole situation is: how many
students will graduate and whether there is a need for special arrangements
(supportting courses, etc.). Thus, the idea was to create a thesis specific IS (Wihi)
providing support for personalized thesis projects so that they still follow the thesis
process and its guidelines of Haaga-Helia UAS.

The challenges of the thesis process have been recognized, and some related work
has been done in both the areas of quality improvement and IS support (Aghaee
2015; Karunaratne 2018; Lagstedt 2015). A thesis process support system similar to
Wihi is SciPro and Hansen and Hansson (2015) have studied student-supetrvisor

interaction with it. But, previous works do not focus on personalization aspects.

To find out how well the developed IS (Wihi) answered the personalized learning
needs of thesis process, the following research questions were formulated: RQ 1:
How and to which extent did the 1S innovation project (Wihi) resolve the problems that occurred
in the old thesis process supporting personalization? RQ 2: Which way the new 1S was able to

enhance the process handling and understanding from students’ and teachers’ perspective?
2 Theoretical background

Teachers may use new technologies only as a substitute manual tasks, or they can
take totally new digitalized processes in use (Jude, Kajura, & Birevu 2014). As
personalized learning requires the latter, more challenging approach, it is important

to evaluate what aspects affect students’ and teachers’ actions.
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A thesis process is an example of a problem-solving project where student gains
better comprehension of the chosen topic. Here, we follow Pritchard and Woollard's
(2010, 89) definition of constructivist learning theory: a learner constructs one’s own
understanding by selecting and transforming information (past and present) in order

to gain new personal knowledge and understanding.
2.1 The nature of learning processes

Especially higher-level students construct their own study paths. Alternatives are
available from both content and pedagogical approaches. A university itself normally
defines the nature and scope of the thesis. The university sets, for example, reporting
standards and the format of the thesis. Otherwise, a student has a lot of freedom to
design and execute the process, and a teacher has rather a supporting than an
advisory role. Situation like this can be classified as Mezirow’s “communicative
learning” (Mezirow 2012, 77), which in turn is based on Habermas’ categorization

of instrumental and communicative learning,
2.2 Motivation

In Self-Determination Theory (SDT) motivation is distinguished between two
categories; intrinsic and extrinsic Ryan & Deci 2000, 55). A thesis is as an example of
extrinsic motivation, especially a commissioned one, since it enables graduation as
an external reward. However, sometimes the thesis project may halt for different
reasons, not always because of the student’s own. It is much easier to continue if
also the intrinsic motivation is high; Ryan and Deci (ibid., 55) remind that intrinsic
motivation leads to higher level of learning and creativity. Naturally, high self-
discipline or commitment and a strong routine may compensate for the lack of

motivation, but with most people, the inner motivation is the driving force.

Keller's (1987) ARCS model of instructional design can be used to operationalize
motivation-related ideas. In learning, the first condition is a#fention (ibid., 3).
Attention is built in the thesis process: students can choose topics from the area of
their own interest. The second attribute in the model is refevance (ibid., 3). This is also
covered in a thesis process both because of the topic selection and because of the
importance of the thesis for the degree studies. When attention and relevance are

more like prerequisites of motivation, it is also important to sustain a high level of
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motivation, especially in a long-lasting project such as the thesis. Confidence (ibid., 3)
is higher in some people who have a higher likelihood of success. This feature,
related to self-esteem, can be supported by proper counseling and feedback (see
section 2.4). The fourth component, satisfaction, has its origin in behavioristic
reinforcement (ibid., 3). Successfully completed tasks or phases and positive

feedback from the supervisor increase satisfaction.
2.3 From Autoregulation to Self-directedness

In relation to motivation theory, self-regulation or autoregulation, as e.g. Leontiev
prefers it (Leontiev 2012, 94), explains the mechanisms that regulate human
behaviour. In the context of pedagogy, this can be formulated as self-directedness.
According to Breed (2016, 3), self-directed learning (SDL) requires student to figure
out the learning needs and strategies to learn in order to meet his/her goals. Breed
continues that some other researchers (e.g. Guglielmino; Brockett and Hiemstra) put
more weight on the learners’ characteristics. This leads the discussion back to self-
determination and intrinsic motivation (see section 2.2), as well as, problem-based

learning, which is in line with the nature of thesis process.
2.4 Feedback

Even if behavioural learning theories are mostly superseded by cognitive psychology
and constructivism, the reinforcement appears in motivation theories (e.g. Keller
1987). Immediate feedback is the most efficient. The challenge of the thesis is that
the feedback is often directed to faults and deficits in the report, which sets a need
for constructive feedback that does not demotivate the student to continue. Based
on the feedback of graduating students (The Ministry of Education and Culture and
the Finnish National Agency for Education 2020), some students feel that they do
not get constructive feedback or that feedback is given too late, when the project is

in its final stage, so not much can be done if the problems are fundamental.

The students’ behaviour may vary from a type of student who is highly independent
with high self-esteem and is, therefore, not interested in feedback. Some may even
get irritated if a supervisor is too keen on giving feedback (see also Keller 1987, 6).
Illeris (2009, 16) even mentions mental resistance, which may block or distort

learning. In a thesis work, a student may have already put all the effort into the
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report, and feedback that would require changes may be too much to handle. The
other extreme are students who are unsure about their decisions, so, they
continuously want feedback on all the details. Without the requested response from
the supervisor, a student may halt the process. Therefore, it is vital for a supervisor

to manage the feedback and keep it at optimal level.
2.5 The role of the teacher

The roles of the thesis supervisor and the student could be compared to the
apprenticeship model. In this setting, the knowledge and skills are transferred from
a mastet/supetvisor to an apprentice/student (Pritchard & Woollard 2010, 16-17).

Thanks to the Internet and modern libraries, the students have access to the same
sources of information as teachers. However, in the thesis process, there is still a
need for traditional tutoring in order to gain intellectual and cognitive growth, as
Lev Vygotsky would express it (Pritchard & Woollard 2010, 14). This is easy for a
professional teacher, but the systematic follow-up of every thesis project (each with
their own schedules) is challenging. Different spreadsheets and calendar applications
are needed to deal with the situation. This is especially challenging, when one thesis
supervisor may get, for example, a group of ten new students twice a year to be
supervised, and simultaneously, earlier students may have projects pending in
different phases. In this situation, e-mail communication is scattered in the
supervisor’s mailbox, with intermediate versions either as attachments in emails or
saved in supervisors’ folders. In these kind of situations some students needing more
attention go easily unnoticed, which might lead to a delayed process or even to the

students’ dropping off their projects or their studies altogether.
3 Methods
31 Case: Thesis Process and Wihi

The thesis process was digitalized, and Wihi was developed applying an expert
oriented digitalization model EXOD (Kauppinen, Lagstedt, & Lindstedt 2019). The
EXOD model has four phases: initiation, process and IS re-engineering, IS

development and stabilization. Data used here is from the first three phases.



Juba Lindstedt, Raine Kanppinen and Altti Lagsteds:

Personalizing the Learning Process With Wibi 3

In its initiation (before 2014), Haaga-Helia UAS described its core processes,
revealing that the thesis process was one of the most complicated. In the second
phase, the process was re-engineered during 2014-2017. In the third phase, Wihi
was developed during 2016-2019, and changes to the learning process were
implemented and communicated. After the fall 2018 test period, Wihi was launched
into full use in January 2019 starting the stabilization phase.

3.2 Research Method

In the case study research, we followed the recommendations of Yin (2009). We
extensively used the four data collection sources (documentation, archival records,
participant observation, and interviews) that Yin (2009) recommends. Since one
of the researchers was responsible for the thesis process development and another
for the development of the IS (Wihi) supporting it, we had access to both the process
and IS development documentation. We also utilized (for both RQ 1 and
2) Wihi’slogs and registers (over 400 cases available) as supporting data
to understand the actual IS usage. As thesis coordinators and supervisors, we also
used (for RQ 2) Wihi to make participant observations. Eight thesis supervisors and
six students were interviewed in May 2019 representing the active user perspective
in both on applying the personalized learning process and in using the IS (Wihi).
In the analysis, the main emphasis was on the interviews (n = 14, the number of
interview questions was 20 consisting of 3 background variables and 17 research
variables). The other sources, such as the minutes of the university-level thesis
coordinators’ meetings, feedback that was converted to prioritize design plans, task
force (core designer group) meeting summaries, and initiatives from staff,

were considered complementary data (for RQ 1).

During interviews the example of Dahlberg, Hokkanen and Newman (2016), was
followed; questions were presented onscreen, either face-to-face or via a video call
and answers were typed and presented right away. This allowed the interviewees to
validate the typed answers immediately. The method allowed us to easily assess the

saturation after each interview. The content analysis was done by using Excel.
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4 Results
4.1 Re-engineered learning process in Wihi

The re-engineered thesis process has seven phases, from the approval of the topic
to the completion of the thesis process (Figure 1). The student-supervisor—oriented
learning process is most active from project planning and scheduling to the
finalization of the thesis report (phase “Thesis 3/3”). The student can plan and set
the schedule for these phases, thus providing a way to create their own path through
the thesis process and plan the schedule (see 2.1) for it, reinforcing the feel of
ownership and motivating the students to follow the plan (see 2.2). This is also
supported by tasks that the student can create for the phases and that they can follow
by updating their status (2. Current phase), meaning that the student can set
intermediate goals (see 2.3) that are visible and that their status can be monitored by

both the student and the supervisor.

1. Process 3.02.2019 5.03.2018 01.04.2019 02.05.2019
= ToriC APPROVED
-

w Project plan and schedule

21.02.2019 13.25 Teacher
Answer from the supervisor
18.02.2019 11.26 Student

2. Current i
phase Question from the student

File Student 02 2010 22 4t

22,02.2019 11.44 Task

3. Upcoming|
Phases & » Thesis 1/3

general info

Figure 1: Supervisor’s view in Wihi in a situation where a student is currently planning the
thesis project and its schedule. The division of the view in three parts on the left is added for
clarity.

Because the learning process in the thesis work follows the apprenticeship model,
effective communication, feedback, and systematic follow-up are critical in each
phase (see 2.1, 2.2 and 2.5). In Wihi, communication between the student and the
supervisor is possible using messages (comments) and by attaching relevant files for

the current phase (2. Current phase). This can also be used for feedback and
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systematic follow-up and, in addition, it is possible for the supervisor to use activity
notes. Some activity notes are generated automatically, and the supervisor can add
some from neutrally worded, predefined options such as “the work is progressing

as expected.”

Completing a phase in a thesis is a concrete milestone in the learning process. In
Wihi, when the student has completed the task planned for the phase, they
communicate with the supervisor, who accepts the phase; this results in the current
phase being changed in Wihi. This is a way to control and monitor the progress of
both the learning process and the overall thesis process. In addition to the
supervisor’s control, Wihi performs automated uniform checks for all the thesis
processes, such as an enforced plagiarism check before grading. Upcoming phases
are visible during the entire process (Figure 1, 3. Upcoming phases & general info)
as is general information, such as student information, the topic description and

other relevant information related to the thesis.

Overall, Wihi provides a student-specific portal (see 2.5) where the thesis process is
planned, executed, and assessed. The learning process is owned by the student (see
2.3) and supported by the supervisor. Wihi also provides visibility and objectivity to
the process (see 2.4) since, for example, the communication and progress of the

process is documented there.
4.2 Student and Supervisor Experiences

Students and supervisors stated that the most positive characteristics of Wihi were
the visual clarity and holistic view to the learning process; everything dealing with
the process was on the same view. Most interviewees also mentioned seeing specific
improvements in the process, either in entire phases or in certain details of them
(see 2.3); the final phase is now clearer (student), and assessment is now done within
in the same system (supervisor). In addition, some mentioned characteristics like
process automation; credits from the thesis being transferred to the study register
system automatically, streamlined process, process guidance, and enforcement;
certain steps being mandatory, easier communication; connecting the student and

the supervisor; and overall ease of use.
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For negative features, the highest number of answers cumulated to the opinion that
the system did not have a certain desired function or that the feature did not function
as the user expected. Some interviewees also felt confusion at some point, typically
over a technical problem; do the credits really transfer to the study register system
(supetvisor); in phase 1/3, thete are several opportunities to hand in the report
(student). Most supervisors and one student interviewee had detected some sort of

resistance to change; many students still send emails (supervisor).

Based on the answers, the process has been improved and is now more transparent
(see 2.4); Wihi reduces the confusion (student); the plagiarism check is now used for
100% certainty (supervisor); the monitoring of student processes was more difficult

without Wihi (supervisor).

The interaction between students and supervisors (see 2.1) has also improved,
according to all interviewees; the interaction is more organized now (supervisor), but
many still stated that there has been no change. Some negative aspects were also
reported; If the university’s email address is not used, the notices sent via Wihi at
the beginning of the process are not received (student); the text editor in Wihi is not

at the same level as email (supervisor).

The students were asked if the communication with the supervisor is easier using
Wihi than with standard emails. Of the six students, two gave only positive aspects,
two did not see any difference, and one replied that, from a process point of view,
it is handy that everything is in the same place (see 2.5), but some other tools like
Moodle (learning platform) have to be used. Four students estimated that the
process benefitted from Wihi, one suspected that it did not make any difference, and

one did not have much experience because a greater part of the process was still
handled outside Wihi.

Studying the available documentation and observations showed that there were
some difficulties with terminology and combining old practices related to the thesis
process, and some of these only came out when Wihi was implemented or used.
However, based on the Wihi log files, the re-engineered thesis process has been

taken into use comprehensively.
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5 Discussion and Conclusions

Although the developed tool, Wihi, was rather new to the users at the time the
interviews were done, we observed remarkably small amount of change resistance.
Some criticism was focused on the features of Wihi, but mainly the changes were
welcomed. It was seen that Wihi enables flexible design and follow-up for all thesis
parties. In addition, students setting and completing tasks, as well as phase approvals
and feedback from the supervisor helps students to motivate in their projects.

It was appreciated that the tool developed for supporting personalized learning not
only supports the students’ flexibility but also the supervisot’ ability to keep track of
the situation and to supervise each student individually based on their own plans. In
addition, since Wihi is not bound by time or a place, it gives supervisors more
flexibility to organize their work. Visibility of the process has also improved:
supervisors are able to follow the progression of students, students get comments,
teedback, and guidance on time, and program managers and coordinators see what
the whole situation is: how many students will graduate and whether there is a need

for special arrangements (supporting courses, etc.).

The accumulated data was also considered useful. Both students and supervisors
valued the comments, interim versions and other project documentation saved in
one place during the project, but the data is valuable in the thesis evaluation phase
as well. In addition, if complaints occur, it is easy for external reviewers to evaluate
the project. We see that saving all learning process data to one student-specific portal
is always important in personalized leaning, and reliable data collected in one place
opens interesting possibilities to use machine learning and Al solutions to analyze
the data and support and develop the personalized learning further. This is a one of

the main topics of future research.

In this study, we found that the developed thesis supervising system, Wihi, helped
not only students but also supervisors to get rid of the known challenges of
personalized thesis projects by providing necessary process support while remaining
flexible. Also, personalized thesis process requires more flexibility on the
organizational level, for example, because the starting and ending points of the
personalized thesis processes differ from student to student. But, organization also

benefits from personalization and from Wihi, for example, by getting current data
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on the progress of the individual thesis processes, as well as having visibility to the

processes instead of just getting the results afterwards.

The thesis process can be considered as a good example of personalized learning,
and the principles applied in digitalizing the thesis process can be applied in other
teaching and learning processes. The next research step is to elaborate the applied
principles in other teaching processes in order to enable continuous, personalized

learning.
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Abstract Choreography of business processes can track messages
between different services. At the time of writing, there are no
guidelines to draw a UML Class Diagram from the Business
Process Choreography. This paper reports an experiment using
a set of guidelines. Objective: Evaluate the subjects’ performance
and perceptions when applying the BPc2Class-guidelines and
BPc2Class-discovery process. Method: To measure the
performance and user perception of both ways of mapping the
processes, a comparative experiment was conducted with 38
subjects. The subjects, being master students, solved a process
case in the first session and a guidelines case in the second
session. A survey was filled in by the subjects to measure the user
perception variables. Results: The results indicated that the
guidelines showed significantly better results in five out of the six
measured variables. Conclusion: Based on the findings and
limitations of this research the use of guidelines looks promising,
but future research is necessary to further generalize the

conclusion.
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